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Abstract

Dynamic Thermal Management (DTM) techniques have been
proposed to save on thermal packaging and cooling costsfoel-
purpose processors. However, when invoked, these teamigu
sult in a significant performance degradation. This papen-co
cerns performance-effective DTM for multimedia applicas. We
make two contributions: (1) Current DTM algorithms amac-
tive in nature. We propose predictive DTM algorithm targeted
at multimedia applications, which allows the efficient u$ees
sponse mechanisms that have high invocation overhead. We fin
that for our applications, our predictive algorithm perfos sig-
nificantly better than existing reactive DTM algorithms.) {®e
evaluate the effectiveness of different DTM response méxha.
Specifically, we demonstrate the importance of tailorindvDré-
sponse mechanisms to the thermal "hot-spots” on the chipthed
current thermal limit, and show that a predictive combioatiof
architecture adaptation and dynamic voltage scaling (Dy&)
forms the best across a broad range of applications and thérm
limits.

Categories and Subject Descriptors
C.1.1 Processor Architectureg: Single Data Stream Archi-
tectures

General Terms
Algorithms, Management, Performance

Keywords

Thermal management, Adaptive architectures, Low power

1. Introduction

It is anticipated that in the future, peak power dissipatod
consequent thermal considerations will often be the dontiliait
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to processor performance and a significant component of East
pensive packaging, heat sinks, and other cooling soluaoase-
quired to maintain acceptable processor temperaturesth€uet

al. estimate that above 60W, thermal packaging increasesthl
cost per chip by more than $1/W [7]. At the same time, the SIA
road map estimates peak power consumption of 150W and higher
in future processors [1], implying prohibitively expensithermal
solutions. Current thermal solutions are designed for peak
cessor power to ensure safe operation at all times. Howther,
peak processor power and resulting peak temperature aly rar
observed, and tend to be much higher than the typical power an
temperature. This disparity is likely to increase as furtieeh-
niques are applied to extract instruction-level paratali(ILP).
Researchers have therefore proposed the usgramic thermal
managementDTM) [3, 9, 15]. DTM allows the thermal solution
to be designed for a temperature less than the peak. In tipe{ho
fully) rare case when the chip approaches the thermal IDAity
invokes a hardware response to bring down the temperagyre, t
ically by reducing system performance. Possible resporesghm
anisms include a variety of architectural adaptations.,(dagch
toggling or throttling) and dynamic voltage scaling (DVS).

This work concerns dynamic thermal management for proces-
sors, employing both architectural adaptation and DVS.ikénl
previous work which focused on SPEC benchmarks, we consider
the domain of multimedia applications. These applicatanesex-
pected to form a large part of the workload on a growing num-
ber of systems employing general-purpose processors Tids.
paper exploits certain properties of these applicatiorépose
a new DTM control algorithm that provides much better perfor
mance than previous algorithms.

All of the previous work in DTM for processors igactive
— the processor typically runs at full performance; only witiee
temperature gets too close to the thermal limit, a respansertail
performance (and thereby reduce temperature) is initiaSatth
schemes suffer from at least two problems. First, they hiave |
ited time to respond to a thermal emergency; therefore, tinest
use mechanisms that have a low invocation time overheadlor ri
unnecessary performance loss. This precludes the efficgenof
mechanisms such as DVS and register file resizing, whichnpote
tially have large thermal benefits but high invocation tinwere
heads. Second, engaging the appropriate reactive respbtise
appropriate time requires significant prior tuning of thateyn.

To overcome the second problem, Skadron et al. [15] proposed
the use of control-theoretic techniques. This approacteaisp
promising; however, it is as yet unclear how to tune corgrsll

for use with the complex, potentially multiple, microarefutural
responses that are possible in the systems we consider gsee S



tion 3). Current state-of-the-art control-theoretic DTkhemes
do not use high overhead response mechanisms.

This paper proposes a new DTM control algorithm for multi-
media applications that takespaedictiveapproach. Multimedia
applications process discrete units of data called frafeszious

if the temperature on chip gets too close to the thermal Jianie-
sponse mechanism is initiated. This response leads to atredu

in temperature, typically accompanied by a degradatioreifop-
mance. Once the processor resumes safe thermal operduéon, t
reaction mechanisms are shut off. There are two key feataores

work has shown that frames of the same type involve more sr les the design of reactive DTM algorithms: when to invoke reagti

the same type (but not the same amount) of work [10]. We ex-

trapolate this result to observe that each frame (or a predéted

number of consecutive frames) reaches the same peak temper

ture, which can be determined by profiling. This profile infor
mation can be used to predict the highest performance, digrm
safe hardware configuration for the rest of the frames ofthp.
Since adaptation is invoked at most once per frame, highheeer
adaptation mechanisms are possible. Additionally, oudiptige
algorithm is simpler in that it does not require any applmat
specific and response-specific tuning of reactive contlle

We evaluate our algorithm on nine multimedia benchmarks, us
ing the recent thermal model developed by Skadron et al, {ab]

a range of thermal limits. For response mechanisms, we &ealu
DVS and three architecture adaptations. To represent dbe-of-
the-art, we study proportional fetch-toggling (instroctifetch is
disabled every N cycles). A drawback of fetch-toggling iattt
affects the entire chip — while this reduces temperaturesacthe
chip, it also significantly affects performance. It is, howe well-
known that power density across the chip is not uniform, Itegy

in localized high temperatures or thermal hot spots. Weether
fore also studied two adaptations that have a more localired
pact — instruction window resizing and switching off actfuec-
tional units (resulting in limiting the issue width and déeating
appropriate register file ports). These adaptations havéesn
considered before for thermal management.

Our findings are as follows. First, for our system and appli-
cations, the new predictive DTM algorithms perform siguifidy
better than the reactive algorithms. The main reason is &toél
ity to efficiently use thermally effective adaptations thave high
invocation overhead like DVS and register file resizing.

Our second set of findings concern the effectiveness ofrdliffe
ent response mechanisms. Specifically, our results highiiee
importance of selecting response mechanisms based ondhe th
mal hot spots on chip and the thermal limit. For architedtura
responses, we found that for both the reactive and predietiv
gorithms, fetch-toggling was inferior to instruction wind re-
sizing and functional unit adaptation. Although all arebtural
responses ensured thermal safety, fetch-toggling showsid-a
nificantly higher performance degradation. This is becdose
our system and applications, the register file is always tteest
structure on chip. Compared to the other two mechanisn)fet
toggling is overkill for controlling register file power. @ilarly,
comparing architectural adaptation to DVS (applicable/ ¢althe
predictive algorithm), we found that in most cases, archite
adaptation provided the bulk of the benefit because it mosttly
addressed the thermal hot spot. Nevertheless, there apcam®s
where DVS is more effective and we identify these cases. &iyer
a combination of DVS and architectural adaptation with aljore
tive algorithm proved the most effective DTM scheme.

Our predictive thermal algorithm uses observations simda
our previous work on a predictive energy management algurit
Section 6 summarizes the differences between energy arddahe
management and the relationship between the two algorithms

2. Reactive DTM algorithms

As mentioned, all the previous work in dynamic thermal man-
agement for processorsnisactive While the system is running,

response mechanisms and what response mechanism to use.

6@.1 Previous reactive schemes and limitations

Huang et al. [9] proposed DEETM, a framework capable of dy-
namically choosing multiple responses for energy and teatpee
management. For thermal control, DEETM checks the tempera-
ture every few milliseconds; if the temperature is closetemer-
gency level, hardware adaptations are invoked in a pred@tan
order. The specific responses studied are DVS, enteringsigép
mode, and some mechanisms targeted at the memory hierarchy.

Brooks et al. [3] propose invoking a response when the proces
sor power consumption crosses a predetermined threshbkey T
studied a constant threshold of 24W for all applications fvel
response mechanisms — clock frequency scaling, voltagérend
qguency scaling (DVS), fetch-toggling, throttling (the noen of
instructions fetched every cycle is reduced), and speoulabn-
trol (instruction fetch is disabled when the number of uohesd
branches crosses a threshold). They found clock frequeaing
and DVS to be inefficient because of their invocation timerove
head. Among the other responses, fetch-toggling was foand t
perform the best for most benchmarks and speculation ddntro
others.

Skadron et al. [15] use formal control theory to control DTM,
using fetch-toggling as their response mechanism. Thdqrev
approaches used fixed trigger temperatures (or power) aed fix
strength responses for all applications and situatiorssiltiag in
conservative decisions and unnecessarily poor perforef@ansome
applications. In contrast, the use of formal control thealigws
the trigger temperature and the fetch-toggling rate to \mayed
on the current and prior thermal stress level.

All the above DTM schemes suffer from the following three
problems. First, they have a limited time to respond to a-ther
mal emergency, and so cannot use responses with a high invoca
tion time overhead efficiently (e.g., DVS and register filgize
ing). Second, engaging the appropriate response at thefajgie
time requires significant response-specific and applioatjmecific
tuning of the DTM algorithm. Although Skadron et al. [15] use
control-theoretic techniques to overcome this probleris, ds yet
unclear how systems with complex, potentially multiplep@sse
mechanisms can be efficiently tuned. Third, the specificaesp
mechanisms proposed for the processor core restrict ttierper
mance of the entire processor even though localized heatitigs
at a faster rate than chip-wide heating. Invoking adaptatibat
more directly affect the thermal hot-spot can potentialigvyide
the same thermal benefit with a less severe performancetpenal
Huang et al. [9] have proposed techniques local to the memory
hierarchy; however, in our simulations, the caches werehoot
spots. As a result, we chose to focus on the processor core.

2.2 Reactive algorithms studied here

We compare our proposed predictive DTM algorithm with two
reactive algorithms. Both algorithms track the system teraure
at fixed intervals and invoke a response when the temperafure
any on-chip structure comes within a certain bound of thentlaé
limit. This temperature at which DTM is invoked is referredas
thetrigger temperature To give the best showing to the reactive
algorithms, we determine the trigger temperature sefdgréie



each application and algorithm through a manual tuninggssc
described at the end of this section. Once the temperatiise fa
below the trigger temperature, normal operation resumles tio
algorithms differ in the responses invoked, as describé&mhbe

R-Toggle We use R-Toggle to represent the state-of-the-art.
This is the best manually tuned (non-control theoreticttiea al-
gorithm studied by Skadron et al. [15]. It uses fetch-toyghs its
response mechanism. Once the trigger temperature is drdbse
toggling rate is varied linearly from no toggling (normatde) to
full toggling (no fetch) depending on the proximity to thethal
limit.

We do not model the control-theoretic algorithms studied by
Skadron et al. because (1) their performance impact wasveayl [15],
(2) we do not yet understand how to develop control-theoati
gorithms tuned for multiple responses for multiple applmas as
in the R-lwFu scheme described below, and wanted to usessimil
tuning techniques for the two algorithms to ensure a fair garia
son, and (3) for most of the applications studied here, wetsse
temperature stays fairly constant; therefore, manuatgdualgo-
rithms are likely to perform similar to control-theoretigarithms.

R-lwFu: As mentioned earlier, we found that the register file
was the hottest structure for all our applications. AltHodetch-
toggling reduces the number of instructions in the proagsipeline
resulting in a lower rate of register file accesses, it algnifit
cantly affects other parts of the processor resulting ifoperance
losses. Instead, we consider response mechanisms thait ¢xpl
knowledge that the register file is the hottest structureecBip
cally, we consider deactivating functional units, whickuks in
a reduced number of active register file ports and reducésteeg
file power regardless of the activity. We also consider iegithe
instruction window. In the reactive scheme, this adaptelias an
indirect effect on the register file just like toggling - howee, the
impact on IPC is less severe than toggling. The reason weechos
this response was to contrast the reactive algorithms withpm-
posed predictive algorithms where instruction window aatpn
has a direct impact on the register file power (see Sectign 3.2

The R-IwFu algorithm reported here combines both the above
responses. When the processor temperature exceeds tper trig
temperature, the instruction window size and the numbeurod-f

For each frame type,
For each architecture, A:
(1) Measure I and, L a orof
(at a common safe profiling voltage/frequen%f\/ pm4f )

(2) For the thermal limit, J .., find the maximum safe

frequency, ’LMA , using:
2
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Figure 1. The predictive thermal algorithm.

cause while the amount of work per frame may vary, the natiure o
the work is roughly the same for all frames of a given type¢R2)

of a frame is almost independent of clock frequency, sinttke li
time is spent in memory stalls.

From the above observations, since the IPC and power dissipa
tion of a frame are constant, and the nature of the dominant co
putation is constant, we extrapolate that the temperatoigs
and the maximum temperature attained during different ésof
the same type will be similar. We later validate this assuompt
(Table 4).

3.2 Predictive control algorithm

The goal of our predictive thermal algorithm is to determine
the highest performing, thermally safe architectural gpmfation.
This is a significant point of difference from our previouggic-
tive energy management algorithm [12] (Section 6 descabéise
differences in detail). The energy algorithm exploits tharacter-
istic that there is a fixed deadline for the execution of a imdtlia
application frame. It therefore seeks to save energsimyingthe
frame execution as much as possible, without violating e
line. In a multiprogrammed environment, however, it is adbie
to finish an application frame before its deadline, to alldkeo ap-
plications to be scheduled in a timely way. Hence, our pteaic

tional units are reduced by a fixed amount at each temperatureinerma) algorithm seeks to execute applicationtaatas possible

sample. Once the temperature goes below the trigger, tireigcas
tion window and functional units are fully activated again.
Manual tuning: Different response mechanisms used on dif-
ferent applications require different trigger temperasuio ensure
safe operation. In choosing this temperature, we must eribat
it is neither too low (which could unnecessarily hurt penfiance)
nor too high (which could be unsafe). For the fairest congoer;
the trigger temperature used for each combination of thetivea
algorithms and applications was individually determineéiisure
the best possible performance that was also thermally safe.

3. Predictive DTM algorithms

3.1 Properties of multimedia applications

Before discussing the predictive algorithm, we discussiie
plication characteristics exploited by the algorithm. &eEthat
multimedia applications typically process discrete uwnitsdata
called a frame. Further, some of the applications studiat st
ically distinguish multiple frame types, e.g., |, P, and Brfres
for MPEG. Our algorithm uses two prior results for such agmpli
tions [10, 12]: (1) For a given application, architecturaddre-
guency, average IPC and average power dissipation of a fasene

almost constant among all frames of the same type. This is be-

while ensuring thermal limits are not violated.

The algorithm, summarized in Figure 1, starts with the appli
cation being profiled at a frequencf,.¢. For each architectural
configuration, A, the algorithm measuré®C4 (the IPC of A),
and maximum temperature reachadngmm,fpmf) by any struc-
ture on chip for an appropriate number of frames of each type.
ensure that proper thermal behavior is observed, it may besae
sary to profile multiple frames of an application for eachhitesc-
ture and frame type. The number of frames that need to begutofil
will depend on the thermal RC time constant of the structores
chip and the size of each application frame. Section 4 gives t
number of profile frames for the applications and system wayst
To ensure there is no thermal emergency, profiling is peréorm
at the lowest supported frequency and voltage (if the system
proaches thermal emergency during profiling, then the techire
is discarded, and is no longer considered a potential cateliay
the algorithm). Note that the algorithm tracks the tempeeabf
each thermally important structure individually; we use ¢inanu-
larity of logical functional blocks for this purpose (Sexti4.3.2).

Next, the algorithm determines the maximum frequeigy,q| 4
at which each profiled architecture is still thermally sadetér-
mined separately for each frame type). For the thermal madel



use (Section 4.3.2),mq214 Can be calculated using ,

VriaﬂAfmazIA
=3 @
Tma’@l‘hﬁpro . Vznroffl’rof
whereTmMM,mef is th& Hhaximurh temperature reached by any
structure on chip during profilind/..|4 is the voltage required
t0 SUpPPOItfiazia, Veros is the profiling voltage supporting the
profiling frequency fprof, andTi;mi: is the chip’s current thermal
limit (which is the difference in temperature between thexima
mum allowed chip temperature and the current heat sink teanpe
ture). Section 4.3.2 shows how the above relationship catebe
rived for the thermal model we use. The exact form of the rela-
tionship could be different for other thermal models (evghen
leakage effects are accounted for).

If fmaz|a iS NOt supported in the system, the closest supported
frequency lower thaif, ., |4 is used. If the system only supports
frequencies higher thafy, ., 4 for an architecture A, then the ar-
chitecture A cannot be used safely for the given thermat land
is no longer considered as a candidate by the algorithm.

Now, the performance of a given hardware configuration is pro
portional to the product of its frequency and IPC. Since oultim
media applications spend little time in memory stalls, IB@ains
almost constant across frequencies [10] obviating the teegchle
IPC with frequency. Hence, the maximum thermally safe perfo
mance of an architecture is proportionalfiQazj4 X IPC4. The
algorithm therefore chooses the architecture, A, with tigldst
fmazja x IPCa product. This architecture running #ifaz a4
is predicted to be the fastest thermally safe hardware aaafig
tion and is used in the rest of the run (for the correspondiagé
type).

Although we expect our predictions to be accurate, therk is a
ways the possibility that the hardware configuration chasen-
appropriate, either because the frame profiled was notsepta-
tive or because the application behavior changed. Too coatbee
a choice would imply a performance loss, which could be detec
in some cases and profiling could be triggered again. Tooeaggr
sive a choice would lead to a thermal crisis. Mechanisms e ha
dle a thermal crisis are required in any real system with DIDigk
pending on when the crisis is triggered, appropriate reattirisis
responses” can be invoked. This response could range freta a r
atively gentle response to a drastic processor shut-dovandial
imminent chip-burn. After the thermal crisis has been hadgdhe
predictive algorithm can re-profile the application aneésteh new
hardware configuration.

In a multiprogrammed system, the hardware configuration se-
lected by the above algorithm could potentially be influehbg
the application scheduled in the previous time slice. Weudis
this issue in Section 6.

3.3 Predictive algorithm response mechanisms

The predictive algorithm can exploit both architecturahie-
tion and DVS. To isolate the benefits of each, we evaluatesthre
versions:P-Arch only performs architectural adaptation and does
not support DVS; i.e., only one fixed frequency is availabléie
predictive algorithmP-DVSadapts the voltage and frequency, but
not the architecture; i.e., only one fixed architecturaffigomation
is available to the algorithnP-ArchDVS is the most flexible and
can perform both architectural adaptation and DVS.

Like the reactive algorithm, the architectural adaptegiavail-
able to the predictive algorithms (P-Arch and P-ArchDVS) iar
struction window resizing and functional unit adaptatigve also
studied toggling, but it was very inefficient compared to otiger
mechanisms and so we do not report those results here.

Thimat

One important difference in the effect of instruction windo
adaptation as invoked in the predictive algorithm compaoettie
reactive algorithm is that the former is also able to chahgettim-
ber of active physical registers with instruction windowesi A
smaller instruction window requires fewer physical regjistfor
renaming. Therefore, with the predictive algorithm, thenter
of active physical registers, of each type (floating poird arte-
ger), is equal to the number of logical registers plus the lmem
of entries in the instruction window. The reactive algamitdoes
not change the register file size because it is not clear hato to
so with our processor model (reducing the size requiresage
collecting” register contents during the course of the atea of
aframe). Dropsho et al. [6] suggest the need for a softwardlba
to control register file resizing. Even if it could be doneiesty
in hardware, the latency involved will be at least of the oroe
a few 100 cycles, if not more, and could be too large for reacti
algorithms. These are not problems with the predictive ratigm
because the adaptations are invoked before the start ohafiz.,
before any state is accumulated in the registers. Thisdisbhn is
of particular importance in our experiments because thistesg
file was found to be the hottest structure on chip.

3.4 Overheads and software support

We briefly discuss the software and hardware costs assdciate
with the predictive algorithm. The major software overhbeslin
profiling. We expect it to be acceptable for several reasbirst,
many real-time multimedia scheduling algorithms alreadyrb-
filing for admission control to determine CPU time (e.g.)[4]his
is typically done for hundreds of frames, and can subsumprthe
filing for our algorithm. Second, the total number of framleatt
need to be profiled by the predictive algorithm is the prodfct
the number of architectural configurations available, theber
of frame types, and the number of frames that need to be ptofile
at a time to guarantee thermal stability (given in Table 3)isTs
insignificant relative to the total frames executed durhmyappli-
cation run. Third, the profiling is on-line, so potentiallyetuser
could still get an output for certain low computation worktts
like speech codecs.

The rest of the software overhead comes from using the profil-
ing information to determine the best architecture andueagy
to run. This is relatively simple and incurs negligible dvead.

Additionally, the predictive algorithm also requires infta-
tion on the beginning and the end of frames as well as the frame
type (for applications that support multiple types). Agaieal-
time applications typically already provide the formemirhation
to the operating system for scheduling purposes. This cbeld
extended to include information on the frame type as well.

The only runtime hardware overheads involved are for irvgKki
architectural adaptation and DVS. Functional unit adémteand
instruction window adaptation can be performed in the oafer
a few cycles. For DVS, current commercial processors capabl
of voltage scaling incur overheads ranging from 10s to 1G0s o
pseconds [8, 13]. These overheads are also negligible diege t
are invoked at most once per scheduling slice.

Finally, the algorithm assumes hardware sensors for teanper
ture measurement, but this is an issue for all DTM algorithms

4. Methodology
4.1 Architectures

The base non-adaptive processor studied is similar to tfRSMI
R10000 and is summarized in Table 1. We assume a central-

ized instruction window that integrates the issue queuaenidier
buffer (ROB) but has a separate physical register file. We als



Base Processor Parameters App. Type | No. Frames | Cycles per [ No. Frames
Processor speed 2.2GHz Profiled Frame Executed
Fetch/retire rate 8 per cycle GSMenc 10 8.065+E4 100
Functional units 6 Int, 4 FP, 2 Add. gen. GSMdec | Speech 10 2.002+E4 100
Integer FU latencies 1/7/12 add/multiply/divide (pipelined) G728enc| codec 10 9.498+E3 100
FP FU latencies 4 default, 12 div. (all but div. pipelined G728dec 10 7.415+E3 100
Instruction window 128 entries H263enc| Video 1 1.544+E7 1
(reorder buffer) size H263dec| codec 1 3.431+E5 5
Register file size 192 integer and 192 FP MPGenc 1 3.405+E7 1
Memory queue size 32 entries MPGdec 1 1.313+E6 1
Branch prediction 2KB bimodal agree, 32 entry RAS MP3dec | Audio 1 6.421+E5 10
Base Memory Hierarchy Parameters
L1 (Data) 64KB, 2-way associative, Table 2. workload description. For MPG, only B frames are
64B line, 2 ports, 12 MSHRs evaluated.
t; EILTS_tfr_) 9 iﬂéB;l 2-way aSSO_Ch’;l_tlve window size is varied in steps of 16 entries. The number of ALU
nifie , 4-way associative, : s : : :
648 line, 1 port, 12 MSHRs and FPUs is varied in steps ofa smgle functlonal unit.
Main Memory 16B/cycle, 4-way interleaved Finally, our base architecture is intentionally aggressivor-
_Base Contentionless Memory Latencies der to expose a wide adaptation space for our algorithms. ilAs w
'Ij ﬂ?t":i‘r"’r‘])eh(';;'frgﬁig;”":h'p) g&;ﬁzs be seen in Section 5.4, the entire adaptation space is teghloy
Main memory (off-chip) 102 cycles our applications. Section 5.5 addresses some implicatifunsing

alternate base architectures.

4.2 Workload description

Table 2 summarizes the nine applications and inputs used in
this paper. For each application, it gives: (1) the averagabrer
of execution cycles per frame, (2) the number of frames @ufil
for each architectural configuration and frametype (thal tidine
profiled should be much larger than the thermal RC constant fo
thermal stability), (3) number of frames executed afterfifing
for evaluating the performance degradation of the DTM sa®m
We use many more frames for our analysis in Table 4 which tepor
statistics on the standard deviation of IPC and maximum &mp

Table 1. Base non-adaptive processor.

study a version of the base processor with support for dymami
voltage/frequency scaling (DVS). The voltages used fohdee
quency were extrapolated from the information availablelfie
tel's XScale (StrongArm-2) processor [13]. We allowed the f
quency to range from 100MHz (at 0.7V) to 2.2GHz (at 1.75V) but
our system only utilized frequencies between 1GHz and 2.2.GH
We do not model time overheads for invoking DVS since as dis-
cussed in Section 3.4, these are expected to be negligible.

We study processors capable of fetch toggling, and adapting

their instruction window size and/or the number of activadu ature on the base non-adaptive architecture. Specifioaiyse

tional units and issue width. The instruction window is keok .
into segments of 8 entries each, and at least two segments muleO frames for the video codecs and more than 1000 frame# for a

always be active. As mentioned earlier, for the predictigma the other applications.

rithm, we resize the register file based on the instructiamdaiv 4.3 Performance and temperature evaluation
size. For functional units, we require that at least onegetdLU 4.3.1 Simulator

must always be active. The issue width of the processor ialégu

the sum of all active functional units and hence changes wieen
change the number of active functional units. Since we attegpt
issue width of the processor with functional unit adaptative
power down the selection logic corresponding to the fumetio
units that are powered down. Also, when a functional unioisp
ered down, the corresponding part of the result bus, the wake
ports to the instruction window, and write ports to the regiile

are also powered down. We model a delay of 5 cycles to power up
an inactive functional unit or instruction window segmewthen

We use the RSIM simulator [11] for performance evaluation.
We use the Wattch tool [2] integrated with RSIM for power mea-
surement. We derive temperature from power using the tHerma
model discussed in the next subsection. The Wattch optised u
assume clock gating for all the components of the procesibr w
10% of its maximum power charged to a component when it is
not accessed in a given cycle. We assume that the resoustes th
are powered down by our adaptive algorithms do not consume an
power. The power model used here does not model leakage power

a functional unit or instruction window segment is to be prede (leakage power was found to be small for the technology peram

down, the system must wait for the units to complete theirentr €S @ssumed here, but will grow in the future).

tasks before shutting them down. As a result, we do not charge 4.3.2 Temperature model

an extra delay for powering down the functional units andrirs We use the thermal model developed by Skadron et al. [15].
tion window. As with DVS, we do not model the overhead for This model tracks the temperature of individual structureship
register file resizing in the predictive algorithm sincesiirivoked using exponential rate equations, based on each structime’-

infrequently. mal resistance and capacitance. This allows modeling tbed lo
For predictive adaptation with DVS, we profiled all possible temperature of different parts of the chip. Temperatureadeed

combinations of the following configurations (54 total)struc- at the granularity of a logical functional block, treatirara block

tion window sizee {16,32,48,64,96,128 number of ALUse as a uniform heat source. To obtain a relationship for thaghin

{6.4,2}, and number of FPUs {4,2,1}. There was a consider- temperaturé\T', consider a block with thermal resistarng, and
able variety in the configurations chosen by the predictige-a  thermal capacitanc€,, changing in temperature froffi,;q to
rithms for different applications. This usage data is pied in Thew Over a time intervalAt, while dissipating an average power
Section 7. P in the interval. BothT,;q andTre., are defined relative to the
The reactive algorithms sample the system temperaturg ever heat sink temperature. This same convention of defining ¢eaap

1usec (Section 4). As a result, reactive adaptations are atso i tures relative to the heat sink is used in the rest of the paper
voked at this granularity. For R-Toggle, we allow the togglrate Now, based on the exponential rise equation,

to vary over a range of 20 levels, ranging from no toggle (fetc At

every cycle) to full toggle (no fetch). In R-lwFu, the insttion Thew = PR — (PRir, — To1a)e FenCen 2)



For At << R:»C}, and approximating to the first order, the
exponential becomed — ﬁ). Based on this, the change in
temperature\T = Thew — Toid, IS given by

PAt  TagAt 3)
Cin  RinCin

Our algorithm also requires modeling the effect of voltage a
frequency scaling on temperature. We substitute the welvkn
proportionality ,PaV?2 f, in the above equation. Simplifying, we

get: T, aVi fr @)

whereTy, andV; are the system temperature and voltage at fre-
quencyfi. Thus, the relationship between the temperatufgs,
andT},, at two different frequencieg; and f, is given by
T, _VihH
Ty, V22f2
whereV; andV; are the system voltages At and f». The above
relationship is used in our predictive algorithm in Sectbon
The thermal resistances and capacitances used in thisgr@per

AT =

Q)

temperature. This particular range was chosen based onetkie m
mum temperatures reached during our simulations by thdibase
non-adaptive processor. If we had used different thermsib+re
tance values, our range would be different.

[ Area(m?) [ R(KIW) [ CU/K) |

Structure

LSQ 5.0e-7 2 5.0e-5
Inst. Window 9.0e-7 1.11 9.0e-5
Redfile 2.5e-7 4 2.5e-5
Bpred 3.5e-7 2.86 3.5e-5
D-Cache 1.0e-6 1 1.0e-4
ALU 1.0e-6 1 1.0e-4

Table 3. Per-structure data. RC time constant of all structures

is 100usec.
4.5 Metrics

As in previous DTM work [3, 15, 9], we use performance as
the main metric of comparison. Our algorithms seek to minéni
the performance impact while maintaining safe thermallfeve

Additionally, the thermal control algorithm should strigeavoid
or at least minimize the cycles spent in crisis (in the latt@se,
other aggressive techniques might be required to ensyesafety).

listed in Table 3. These are based on the data used by SkadrofS @ result, a crucial metric when evaluating thermal cdrtigo-

et al. in [15]. Due to a lack of publicly available informatio
they based the capacitances and resistances on estimtig®edb
from the MIPS R10000 die photo. By using different thermal re
sistance values, we can tweak the temperature ranges eéacedin
by structures on chip to match current processor values.edery
for consistency and a baseline for comparison, we choseetthes
values listed in [15].

We adapted Wattch to track per-structure temperaturesibase

rithms is cycles spent in crisis. In order to limit the desgpace
evaluatedwe manually tuned the trigger temperature of different
mechanisms to ensure that no algorithm spent any cyclessiscr
(see Section 2.2).
5. Results
5.1 Application temperature profiles

For each application, Figure 2 shows the maximum tempera-

on the equations derived above. The power consumption of theture on chip and the IPC over time, collected at the grartylafi

structures is sampled from Wattch eversecond which is a small
At, compared to the RC time constantl®usec (Table 3).

1 usec for the base non-adaptive architecture without any thermal
control mechanisms. The horizontal axis is the timg$ecs. The

As can be seen in Table 3, the time constant associated withvertical axis is the maximum temperature above the heatisink

structures on chip is significantly lower than the typicahthgink
time constant (10s of seconds [15]). As a result, the tenpera
simulator assumes that the dynamic aspects of the heat @ink f
short time intervals can be ignored, resulting in a conshenait
sink temperature.

Our thermal model ignores heat diffusion effects betweén di
ferent blocks by assuming that the tangential resistanetgden
different functional blocks is much larger than each bledhdi-
vidual normal thermal resistance — in other words, in our ehod
the temperature of a block will not be directly influenced Iy a
other block. Recently, Skadron et al. [16] developed a tiaérm
model to account for thermal diffusion effects. Howeveis thodel
was used only to model the effects of diffusion on steadystah-
peratures, and not for dynamic temperature simulation. thee
mal model also neglects errors in sensor placement anchgsdi
and the effect of leakage power on temperature. It shoulabbezin
that these issues arise in all DTM research. Section 6 dissithe
impact of these approximations on our results.

4.4 Thermal limits

We define the thermal limit at any time as the difference be-
tween the maximum allowed temperature of the chip and the tem
perature of the heat sink at that time. The thermal contigo-al
rithms discussed in this paper all strive to maintain thecpssor
temperature within this thermal limit. If the processorsges the
thermal limit, it enters thermal crisis. Note that the tharhmit
depends on the quality of the heat sink and the ambient temper
ature. Since it is desirable to design processors to work wit
variety of heat sinks and ambient temperatures, we modei-mul
ple thermal limits ranging from°C to 14°C above the heat sink

perature for the upper curve and IPC for the lower curve. &hes
profiles cover the parts of the execution that showed the waost
ability in temperature. Table 4 lists the range, mean, aad-st
dard deviation in temperature of the two hottest structareship

for each application. In our simulations, the hottest strecon
chip was always the register file, and the second hottesttatel
was always the ALU. Table 4 also includes the correspond@) |
statistics.

As can be seen, with the exception of the video encoders, the
overall variation in temperature with time is very low folthle ap-
plications. Even in the case of the video encoders, distEmsper-
ature phases sustained over long periods of time are visiiile
work performed by the video encoders takes more time andtend
to be more varied than the work done by the other applications
This leads to phase behavior seen in their temperaturegsofil

As is evident from the profiles, local variations seen in th€ |
are smoothed out in the temperature curve. This is becaube of
relatively large thermal time constant for the structuraschip
(100 usec). However, as can be seen, a significant change in IPC
over a sustained period of time results in a correspondiag@in
temperature. Table 4 highlights this observation. The apigli-
cations with a standard deviation in temperature greagar 1h5%
are the video encoders. However, all the applications épee
significant standard deviation in IPC (from 18% to 27%).

5.2 Reactive algorithms

Table 5 compares the performance of the two reactive schemes
discussed in Section 2. For each application, the ratio@d@ion
times of R-Toggle to R-lwFu is shown for different thermath#i
its. The higher the ratio, the better R-lwFu performs coragddo
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y-axis is both maximum temperature above the heat sink teape and IPC. The x-axis shows the timeuiseconds.

App. Hottest structure (°C over heatsink) | 2nd hottest structure (°C over heatsink) IPC
Range Mean | Std. Dev. (%) Range Mean Std. Dev. (%) Range Mean | Std. Dev. (%)

GSMenc | 17.29-17.62| 17.44 0.40 04.93-05.02]| 04.97 0.40 1.61-6.16| 4.72 21.74
GSMdec | 15.06-15.24| 15.17 0.21 14.29-14.35| 14.32 0.22 1.69-5 3.92 24.82
G728enc| 08.27-08.40| 08.35 0.27 03.05-03.10| 03.08 0.27 1.24-3.63| 2.20 27.01
G728dec| 08.47-08.55| 08.51 0.18 03.00-03.03] 03.02 0.17 152-351| 2.42 18.18
H263enc | 09.79-13.77| 10.52 4.41 03.32-03.99| 03.44 1.91 1.18-4.68| 2.63 20.97
H263dec | 12.76-13.42] 13.14 1.24 03.58-03.79] 03.70 1.28 1.29-5.46| 3.46 21.97
MPGenc | 09.44-19.13| 14.53 14.22 03.27-05.40| 04.37 10.47 1.26-6.12| 3.40 26.75
MPGdec | 14.13-14.86| 14.33 0.91 04.07-04.28| 04.19 0.75 1.53-5.49| 3.92 25.25
MP3dec | 10.01-10.57| 10.39 1.31 03.50-03.62| 03.57 0.68 2.32-5.01| 3.13 18.73

Table 4. statistics for temperature and IPC variability at adec granularity for the base non-adaptive processor.

App. Thermal limit. ( °C above the heat sink temperature

4 5 6 7 8 9 10 11 12 13 14
GSMenc | 434 | 406 | 276 | 221 | 1.78 | 157 | 1.34 | 1.27 | 1.19| 1.13 | 1.08
GSMdec | 3.25[ 330 | 204 | 160 | 1.26 | 1.04 | 1.03 | 1.03 | 1.03 | 1.02 | 1.01
G728enc| 461 | 283 | 1.73 | 1.27 | 1.07 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00
G728dec| 4.75 | 2.85| 1.79 | 1.29 [ 1.07 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00
H263enc| 6.00 | 393 | 229 | 1.72 | 141 | 123 | 1.05| 1.01 | 1.01 | 1.01 | 1.00
H263dec| 541 | 3.75| 239 | 182 | 145 1.23| 1.04 | 1.01| 1.01| 1.00 | 1.00
MPGenc | 201 | 205| 1.79 | 1.71 | 150 | 159 | 136 | 1.34 | 1.17 | 1.12 | 1.10
MPGdec | 550 | 3.90 | 267 | 210 | 1.70 | 1.48 | 1.27 | 1.18 | 1.11 | 1.06 | 1.02
MP3dec | 469 | 291 | 192 | 145 1.17 | 1.04 | 1.03| 1.00 | 1.00 | 1.00 | 1.00

[Average [ 451 329215169 1.38] 1.24[1.12] 1.09] 1.06 [ 1.04 ] 1.02 |

Table 5. Reactive schemes - Ratio of execution time of R-Toggle tovRul.
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R-Toggle. As can be seen, R-lwFu performs similar to or bette
than R-Toggle for all the points in the table. For a thermaiti

of < 6°C above the heat sink temperature, R-lwFu performs at

least 1.7 times better than R-Toggle, and performs 6 timege#s

in one case. The performance difference decreases as we move

towards less stringent thermal limits since the reactigpoases
are invoked less frequently.

As mentioned, the hottest structure on chip is the regideer fi
Functional unit adaptation directly affects register fiever by
reducing the number of active ports in the register file. Om th
other hand, although toggling reduces the number of instms
in the pipeline at any given time, it does not target the tegis
file thermal power directly (except by reducing the averagea
ity factor). Hence, to achieve the same thermal benefit, &30
creates a larger IPC drop in the application than functiamé
adaptation. Although instruction window adaptation is abgll
mechanism, it provides more register file thermal benefii tbg-
gling. Finally, since toggling disables fetch, it will alysresult

in a performance degradation when invoked. On the other,hand

if the processor resources are not being completely utilifzenc-
tional unit or instruction window adaptation can possitdgult in
thermal benefit with minimal performance loss. This is disad
further in Section 5.5.

The performance improvement of R-lwFu over R-Toggle mo-
tivates hot spot aware adaptations for temperature coriather
than using globally restrictive schemes which are not natéd
by specific hot spots (like R-Toggle), an adaptation tadjaetehe
structure with the largest thermal stress would likely heisubet-
ter performance. It should be noted that the register filehinig
not always be the hottest structure on chip. In such caseal lo
adaptations specific to the new hottest structure would tabe
invoked.

5.3 Predictive algorithms

Figure 3 shows the performance of the three predictive sekem
discussed in Section 3, P-DVS, P-Arch, and P-ArchDVS, fér di
ferent thermal limits. It also shows the same data for the bes
performing reactive scheme, R-IwFu. The horizontal axithie
graphs corresponds to the thermal limit, and the vertical@pre-
sents the performance in terms of the slowdown over the base n
adaptive architecture. Note that this is not % slowdown,tbhat
ratio of execution times of the DTM algorithms over the basa-n
adaptive architecture. As the thermal constraints becdriates
(from right to left on the horizontal axis), the slowdowniieases
(from bottom to top on the vertical axis). Table 6 providessa
wise comparison of R-lwFu vs. P-ArchDVS, P-DVS vs. P-Arch,
and P-Arch vs. P-ArchDVS for a strict, moderate, and relaxed
thermal limit.

—
—

Maximum Temperature Reachee-s—

Execution Time—

@

Maximum Temperature Reached-»

Execution Time—s
Figure 4. sample configuration space for algorithm.

available to P-Arch and P-DVS are subsets of the configuratio
available to P-ArchDVS. Comparing architectural adaptatind
DVS, the bulk of the benefit comes from architectural adagmat
Specifically, the addition of DVS to P-Arch only gives an 8%nbe
efit at4°C, and 1% a8°C and14°C. Similarly, comparing P-
Arch and P-DVS, we see that P-DVS is 23% slower than P-Arch at
4°C. The performance difference between the different schemes
reduces as the thermal limit is relaxed (from left to righttha
horizontal axis in Figure 3). Section 5.5 qualitatively ymas the
reasons for the above trends.

5.4 Configurations chosen

To help us understand the extent to which the adaptive hard-
ware features provided to the predictive algorithms ardoitqul,
we look at the hardware configurations chosen by the diftgren
dictive algorithms for each application and thermal linfiable 7
lists the architectural configurations chosen by P-Arcl, Eable 8
lists the frequencies chosen by P-DVS. To conserve spabk Ta
merges the 54 configurations available to P-Arch into groups
general, lower numbered configurations are more aggreisve
higher numbered ones. Similarly, Table 8 lists frequentyges
(the lowest frequeny chosen was 1168MHz).

As can be seen, the predictive schemes perform significantly ~ AS ¢an be seen in Table 7, no single architectural configuati

better than the reactive schemes for all the applicatiotlsiding
the video encoders which showed some temperature vatyabili
On average, for a strict thermal limit dfC above the heat sink
temperature, the best performing predictive scheme, PRVS
is more than twice as fast as the best performing reactivenseh
R-IwFu. This is primarily because the predictive schemesusz
high time overhead adaptations like register file resizimy 2VS.
These adaptations result in significant power and temperaay-
ings, with a relatively lower penalty on performance. Alsimce
very little variability is seen in the temperature profilésnoost
applications, the hardware configuration chosen by theigtreel
algorithm tends to be close to optimal for the entire executi
Among the predictive schemes, P-ArchDVS always performs
the best. This is rather intuitive - all the hardware configions

is best for all applications and thermal limits. A given peesor
may be designed for multiple applications and thermal Ertite
thermal limit can vary depending on the heat sink used ortie a
bient temperature). Table 7 indicates that such a processad
utilize a considerable range of architectural configurejelearly
motivating architectural adaptation for thermal cont®imilarly,
Table 8 indicates the large frequency range utilized, ratitig
DVS for thermal control.

For lack of space, we do not show the configurations chosen
by P-ArchDVS. Overall, P-ArchDVS chose more aggressive ar-
chitectures than P-Arch with higher frequencies than P-DVS

5.5 Qualitative analysis
This section presents a qualitative analysis of the abaudtse
(in a style similar to that for the energy algorithm in [12]).
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architecture. The x-axis shows the thermal limififf above the heat sink temperature. MPGenc is on a differefg.sca

App. R-lwFu vs. P-ArchDVS P-DVS vs. P-Arch P-Arch vs. P-ArchDVS

4°C 8°C [ 14°C | 4°C 8°C 14°C 4°C 87C 14°C
GSMenc | 2.40 1.53 1.12 0.89 1.08 1.05 1.31 1.02 1.00
GSMdec | 2.37 1.14 1.00 0.82 0.97 1.00 1.29 1.05 1.00
G728enc| 1.46 | 1.04 1.00 1.19 1.02 1.00 1.00 1.00 1.00
G728dec| 1.55 1.07 1.03 1.26 1.04 1.03 1.00 1.00 1.00
H263enc | 1.92 1.17 1.00 1.38 1.06 1.00 1.00 1.00 1.00
H263dec| 2.27 1.22 1.00 1.38 1.14 1.02 1.09 1.00 1.00
MPGenc | 3.62 2.10 1.00 1.65 1.35 1.10 1.00 1.00 1.00
MPGdec | 2.42 1.39 1.00 1.47 1.15 0.96 1.00 1.00 1.05
MP3dec 1.72 1.12 1.03 1.04 1.01 1.00 1.05 1.00 1.00

[Average | 219 | 131 ] 1.02 | 123 ] 1.09 | 1.02 | 1.08 | 1.01 | 1.01 |

Predictive algorithms for all applications. The y-axis he tslowdown caused by the DTM algorithm over the base noptaga

Table 6. Comparison of different schemes- Execution time ratioofdR-lwFu—P-ArchDVS, P-DVS—P-Arch, and P-Arch—P-ArchDV&

a strict, moderate and relaxed thermal limit.

Thermal P-Arch configurations chosen

limit (°C) 1-9 10-19 20-29 30-39 40-49 | 50-54
14 GSMe,GSMd,G728e,G728d,MP3d,H263e, MPGe,MP[Gd H263d

10 GSMd,G782e,G728d,MP3d,MPGd GSMe,H263e,H263d,MPGe

6 G782e,MPGd GSMd,G728d,MP3d,H263e,H263  GSMe MPGe
4 GSMe,G782e,G728d GSMd MP3d,MPGd | H263e,H263d| H263e | MPGe

Table 7. Hardware configurations chosen by P-Arch. Lower numberefiga are generally more aggressive than higher ones.

Thermal P-DVS frequencies chosen (MHz)

limit (°C) 2200 1900-2200 1600-1900 1300-1600 0-1300

14 G728e,G728d,MP3d,H263e,H263d, MPGd GSMe,GSMd,MPGe

10 G728e,G728d MP3d,H263e,H263d,MPGd GSMe,GSMd,MPGe

6 G728e,G728d MP3d,H263d,MPGd| GSMe,GSMd,H263e,MPG¢

4 G728e,G728d MP3d,H263e,H263d,MPGg GSMe,GSMd,MPGe

Table 8. Frequencies chosen by P-DVS. No frequency below 1000MHzchvasen.




Representing the configuration spaceTo aid our analysis, we
consider the configuration space available to the diffeselnémes,
and reason about which configuration would be chosen. Fitfaje
represents the configuration space, showing the tradetffclea
the maximum temperature (y-axis) and execution time (%)d®r
each configuration, for a hypothetical applicatioEach curve in
the figure represents an available architecture; diffgoeitts on
the curve represent the architecture running at differeagufen-

with higher performance at a supported frequency. In Fig@ag,
architecture R is4;,west, but architecture Q has the best perfor-
mance for thermal limif; within the supported frequency range,
again motivating architecture adaptation.

Finally, it is possible thatf,,,,.., for the required thermal
limit is lower than the lowest frequency supported by theeys
In this case Aiowest Cannot be used safely for the specified tem-
perature limit and an alternate architecture must be usgaina

cies (the reason for the shape of the curves is given beloW). A motivating architecture adaptation. Figure 4(a) illustsathis sit-

points in the figure are available to P-ArchDVS (assuming-vol
age/frequency scaling over a continuous range). P-Arclietier,

uation at temperaturg; — architecture R does not rea€h at any
supported frequency, but architectd@gwhich has a higher ther-

operates with a fixed frequency and so can only choose configu-mal constant) does.

rations with different architectures at this fixed frequemoarked

In our experiments, we only see the first and second source of

by P, Q, R, S, and T in the figure. P-DVS, on the other hand, benefits from architectural adaptation with P-ArchDVS. Tiied

is restricted to the one curve that corresponds to the chiozss
architecture, P, in our case. In the figure, configuratioas dne
closer to the origin are generally more desirable since thagh

situation was not seen, but could occur with even lower tlaérm
limits or with systems with a more limited range of supporfied
quencies.

low temperatures and have high performance. For a given ther Benefits from DVS for P-ArchDVS: Without DVS P-ArchDVS
mal limit (maximum temperature), we would like to choose the defaults to P-Arch and is forced to pick configurations at adix

left-most configuration available that is below this tengpere.

frequency. In Figure 4(a), points P, Q, R, S, and T are thecelsoi

We start by focusing on P-ArchDVS since it has the most con- available. Note, however, that architecture S will neveclhesen

figurations available to it. We first explain why P-ArchDVSese
the large benefits from architecture adaptation and thefaiexp
why it generally sees only little benefit from DVS in our exiper

since R and T have both higher performance and lower tempera-
ture than S. Below, we refer to a curve joining the points trat
considered by P-Arch (in our example, a curve joining P, il

ments. We then discuss why P-Arch does better than P-DVS andT) as the P-Arch curve. Part (b) of Figure 4 illustrates this/e

why our predictive algorithms work better than our reactilgo-
rithms for our experiments.

Benefits from architecture adaptation for P-ArchDVS: To un-
derstand P-ArchDVS, we first derive a mathematical expoessi
for the shape of the curves in Figure 4(a). For an architecdur
at frequency f, ex_ecutlon tlme_ls propor_honalfgm. From
equation 1 and since voltage is approximately linearlyteeldo
frequency for a large range, the maximum temperature fdri-arc

tecture A at frequency f i€,42)4,f = Tnaz|A, fprop ¥ ?

ot
Since the profiling frequencyfyros, is a constantl,qqpa,5 x

Tma.a:|A,fp7.of

IPC 43

The value%f— is a constant for architecture A and
we refer to it as thehermal constanthigher thermal constants
imply higher temperatures for a given execution time). Thos
the range where voltage frequency, it follows that each curve
in Figure 4 follows a cubic relationship and will not intecsevith
any other curve. Further, for any thermal limift; i, the max-
imum performance will be obtained by the architecture wité t
lowest thermal constant, sa4i.west, funning at the frequency

1
Tiimi 3 i
Sforof X m . Denote this frequency &%, ..., -

1
Ezecution time3’

defining the shape of each curve.

(dashed line) for a hypothetical application, along wité ¢Rolid)
DVS curves similar to part (a). P-Arch will always choose léfe
most architecture on its curve that is below the specifiechtae
limit. DVS will provide a benefit to P-ArchDVS for thermal lim
its where a DVS curve has a point to the left of the architectur
chosen on the P-Arch curve. There are three key cases.

First, at the thermal limits where the slope of the P-Archveur
is less steep than the DVS curves (which are cubic), DVS wil p
vide configurations with better performance. In figure 4¢hjs
occurs at thermal limits dfs and lower. At thermal limits above
Ts, the P-Arch curve (joining points P, Q, and R) is steeper #ian
the DVS curves. We find that for most of our applications armd-th
mal limits, the P-Arch curve falls at a steeper rate than tR&D
curves. Due to the aggressiveness of our base non-adapthie a
tecture and the effectiveness of our adaptation mechanasets-
tectural adaptation results in a large thermal benefit fonallgper-
formance loss, resulting in better benefits than DVS. Howeate
stricter thermal limits, the effectiveness of architeat@daptation
reduces because the available system resources becomeritiore
ical. Hence, the rate of fall of P-Arch configurations candiee
less than cubic and DVS becomes more effective than arthitec
adaptation (thermal limit lower thaf). For our applications, this
effect is significant only for GSMenc and GSMdec at the sgtt

We can now deduce three cases where architecture adaptatiothermal limits.

will provide significant benefits to P-ArchDVS. First, if tlaechi-
tecture with the lowest thermal constar;{...s:) is different for
different applications, then architecture adaptation beél benefi-
cial across applications.

A second case where DVS may do better is because of the dis-
crete nature of the P-Arch curve. Even though the curvengini
P, Q, and R is to the left of the DVS curves in Figure 4(b), not
all points on the curve are available configurations. Thas,af

Second, since the frequency range supported by a typical sys thermal limit of Ty, DVS would enable us to pick configuration U

tem is limited, it is possible that for architectudg,.s:, the cor-
respondingfa,,., .., for the required thermal limit is higher than
the highest frequency supported by the system. Thus, thtersy
cannot see the full performance potential of architectifg,s:
at that thermal limit, and there could be another safe achite

1The shapes and relationships of the different curves aritesita the real
applications; however, some effects are exaggerated $oeraanderstand-

ing.

while P-Arch would have to pick configuration R. However, iaga
because of the steeper slope of the P-Arch curve and because w
have a large number of architecture configurations avai)aj#n-
erally, the performance difference between U and R can be ex-
pected to be small.

Finally, DVS provides benefits for all temperatures below th
lowest maximum temperature supported by all of the architec
configurations available to P-Arch. For example, in Figufie) 4



below temperatur@s, P-Arch has no safe choice. However, we
did not see this in our experiments because we only considere such phases, and prior work can be leveraged to detect them. |

temperature ranges where all algorithms had some safeeshoic

In summary, DVS can potentially provide large benefits to P-

ArchDVS at thermal limits where further reducing the arebit
tural resources for the safe architectures will severelyaich IPC,
or if there is no safe architecture configuration supportedtose
limits. These situations generally occur at relatively livermal
limits. For most of the applications we tested, this limitsweot

is likely that constant-temperature phases will be coreelavith

that case, again, a predictive+reactive thermal manageatgo

rithm such as described above may be possible. This is also a

fertile ground for future work.

Multiprogrammed workloads: In a multiprogrammed envi-
ronment, our predictive algorithm will work on a per-applion
basis. If multiple multimedia applications are running;leappli-
cation will be profiled individually and controlled sepaigtbased

reached. We do see the trend, however, that as the thermigl lim on its specific IPC and temperature profiles. Since operatisg
is reduced, the addition of DVS provides increasing benédits tem time slices are of the order of milliseconds which is much
P-ArchDVS. greater than the thermal time constant, we expect that ali+ app
P-Arch vs. P-DVS. The above discussion also clarifies why P- cation will not be affected by the thermal properties of othe-

Arch performs significantly better than P-DVS in our expeants.
The configuration space available to P-DVS is limited to @lgin

curve in the graph, and depends on the base architecturevaiVe e

uated P-DVS on the most aggressive architecture availbabfig-
ure 4(b), this corresponds to the DVS curve passing throogit p
P. The above reasoning based on the relative steepnessid¥ e

plications running concurrently on the system. Due to thgda
time slice, the application will reach a stable temperatunéch
depends only on its properties and not on the starting tesyoer.
However, it is possible that other applications runninglatro-
cessor could gradually cause the heat sink temperatureatgyeh
This will change the thermal margin allowed to the predel-

and P-Arch curves is relevant here as well, and shows agan wh gorithm. In such a situation, the predictive algorithm dd@elect
P-Arch is better, especially at high thermal limits. another configuration for the new thermal limit at the begigrof

Note that if we had chosen an architecture with a lower therma the time slice — this does not require any reprofiling, buy aieter-
constant as our base (i.e., a curve lower than the curreej,lihen mining a new architecture/frequency combination for the treer-
P-DVS would show better performance relative to P-Archgsin  mal limit. Finally, our predictive algorithms do not reqeiall the
the slope of the P-Arch curve becomes less steep at theewchit concurrent applications to be multimedia applicationse predic-

tures with lower thermal constants). However, since thewnd
of architectures based on the thermal constant is diffdoerdif-
ferent applications, itis unclear which architecture toa$e based
on this reasoning. Furthermore, our current base archieetf-
fords performance points not seen in other architecturesissthe
architecture of choice for many situations (see Table B}jfiting

tive algorithm will control the multimedia applications Wdother
applications will be controlled by the processor’s defdluérmal
control mechanisms.

Thermal vs. energy control: As mentioned earlier, although
there are similarities between processor energy reduatidmpro-
cessor thermal control, there exist distinct differencethe two

its use as the base.

Reactive vs. predictive algorithms.The behavior of the reactive

vs. predictive algorithms can also be explained using Eidb). thermal algorithm, we focus on a comparison between the two.

In the figure, the curve passing through different configarst We first briefly describe the previous energy algorithm [12].

available to R-lwFu would pass through point P and stay above The algorithm adapts at the frame granularity; adaptatiamsbe

the P-Arch and P-DVS curves. Similarly, the reactive taggli invoked at frame boundaries. For a given application anchéra

curve would be higher than the R-lwFu curve. type, the algorithm profiles the average power, P, and IPdlof a

6. Discussion and future work the car!didate_architeptures. Using an instruction cowmlip_ror
Predictive-+reactive algorithm: Although our predictive algo-  1© Predict the instruction count of future frames, and ragkine

rithm performs well, there is still room for improvement.&&aion  architectures in increasing order of energy-per-instoncfwhich

the peak temperature reached during profiling, the pregiaiigo- can determined from P and IPC), the algorithm selects thé mos

rithm chooses a hardware configuration that would be safehéor energy efficier_n architectur.e that will also meet the frareadline.
entire application run. For applications that see somenladity We next discuss the differences between energy and thermal

in temperature (e.g., the video encoders), this configuratiay _control_ in gene_ral, and between the specific predictiver&rgns
be sub-optimal when the temperature is significantly loviant N Particular. First, energy and thermal control operateiiér-
the peak. As seen in our applications, even with high vaitgbi ent temporal and spatial granularities. Energy contr@lr_npts to
the temperature stays constant for a relatively long pefidis is I_ower the sum total of energy consumed over the entire appllc
because of the relatively large thermal time constantsegttuc-  1on run, while thermal control must ensure that at no timthés
tures on chip — significant changes in IPC over a sustainddgper ~thermal limit exceeded. Therefore, our previous energgrétiyn
in time are required to create noticeable changes in terapera 1S sens_,ltlve to the amqunt of work do_ne Ina partlcular frame a
This motivates a coarse-grained reactive algorithm pigagked potentially ap_plles a different adaptatlc_)n for dlfferemmes.__Our
on our predictive algorithm. We leave this to future work. thermal algorithm on the other hand picks the same configurat
Non-multimedia workloads: Although our evaluation has fo- ~ for all frames, since itonly cares about the peak tempegatiiich
cused on multimedia applications, we feel that this workldou does_not change. S'm"a”y' the spatial granu!arlty at White two
apply to other general-purpose workloads (e.g., SPEC) dis we 2l90rithms operate differs. The energy algorithm traclespwer
For reasons discussed above, we can expect that even with gercOnsumption of the entire chip as a whole, while the tempeeat
eral workloads, the temperature will stay roughly constantel- alg_orlthm concentrates on the power consumption of spdomc
atively long phases. Although these workloads do not hage th Calized structures on chip. A direct result of this is thatitec-
periodic, frame-based behavior of multimedia applicationuch tural adaptation is better than DVS for thermal control, BMS

recent work on runtime optimization is motivated by repesit ~ Was found to be better for the predictive energy algorithm.
(though not periodic) execution phases in these applicatidt The second set of differences occur because the energy algo-

goals. We discuss these differences below. Since our previo
predictive energy algorithm [12] is closely related to tihedictive



rithm seeks to minimize energy while meeting a performareeld
line. This deadline is determined by the OS based on systad lo

Thus, there is a minimum performance target. On the othed,han

with thermal control, there is no minimal target — the onlyn€o
straint on the system is that it should not burn. In a systemreh
energy is not a constraint, the goal of the thermal algorithio
avoid chip-burn with the maximum possible performancet san
allow as many applications to run as possible. This is theate
we evaluate in this paper. In contrast, the energy algoritaathe
option of slowing down as long as the deadline is met.

Thermal model errors: As mentioned in Section 4.3.2, our
thermal model ignores effects due to heat diffusion, eriroeen-

sor placement and readings, leakage power, and non-ideal he

sinks. However, other than sensor error (which is an issualfo
DTM schemes), these approximations do not affect the peearis
the operation of our predictive algorithm, as long as a i@lahip
between temperature and frequency can be determineda(re-,
lationship to replace equation 1). The approximations lkély
affect the absolute values of our quantitative evaluatibos are
unlikely to affect the qualitative insights we have derived

For example, consider diffusion effects. If structureshwite
highest power densities are surrounded by cooler strugttiien
it is possible that our evaluation will misidentify the hest struc-
tures. However, this is a function of the chip floorplan on ethi
designers do not always have full control. Additionally, eeve
confirmed that the register file and functional units arerttehot

spots in at least some commercial processors [5, 7]. Thus, ou

evaluations have identified reasonable hot spots, evee Hildiso-
lute temperatures may have some error, and the qualitztsdts
likely hold. It is of course possible that for some applioas and
floor plans, the register file and functional units are nottbgest
structures on chip. In that case, different localized raspanech-
anisms targeted at different potential chip hot spots nedx tex-
plored. We also note that the performance advantage of éukgpr
tive (vs. reactive) algorithms (as shown in Figure 3) is e|sig-
nificant, largely due to the availability of additional higlerhead
response mechanisms. It is unlikely that this large bersefibm-
pletely misrepresented by our temperature model appradiins
Nevertheless, more accurate thermal modeling is a cruaalfar
further research.

7. Conclusions
To save on packaging, heat sink, and cooling solution costs f
general-purpose processors, dynamic thermal managepsnt t

niques (DTM) have been proposed. However, these techniques
result in a performance degradation when invoked. This pape [11]

proposes new DTM algorithms for processors, targeted tsvar
the increasingly important workload of multimedia apptioas.
In contrast to current DTM schemes which are all reactivean n
ture, we propos@redictiveDTM algorithms that exploit certain
properties of multimedia applications. We find that our jotde
algorithms perform significantly better than existing teecDTM
algorithms, performing at least twice as well as reactigeathms
for the strictest thermal limit and up to 3.6 times as well am
cases. This is because the predictive algorithms can effigie
use high time overhead adaptations like register file negiand
DVS which result in significant thermal benefit for a limiteabé
in performance. Also, our analysis found that there is vitiel
variation in the temperature profiles of several of our mudtilia
applications. This implies that the hardware configuraticimosen
by our predictive algorithms will generally remain closefitimal
for the entire application execution run.

We also evaluate the effectiveness of different DTM respons

mechanisms. For architectural adaptation, for both reactd
predictive algorithms, we found that instruction windovddanc-
tional unit adaptation performed better than fetch-taygli The
register file was the hot spot in our system. Local adaptatiie
functional unit adaptation and predictive instruction dow re-
sizing which directly target register file power resultedniich
smaller performance degradation than chip-wide techisidike
fetch-toggling (which reduce chip activity). For similazasons,
architecture adaptation performed better than DVS for ntasgs
although the combination of the two gave the best resulter&ly
our results show the importance of tailoring the DTM resgsite
the thermal hot spots and thermal limits of the system.

DTM is still a nascent field and there are many promising av-
enues of future work. Section 6 details some of this work.
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