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Abstract

Ensuring long processor lifetimes by limiting failures
due to wear-out related hard errors is a critical require-
ment for all microprocessor manufacturers. We observe
that continuous device scaling and increasing temperatures
are making lifetime reliability targets even harder to meet.
However, current methodologies for qualifying lifetime re-
liability are overly conservative since they assume worst-
case operating conditions. This paper makes the case that
the continued use of such methodologies will significantly
and unnecessarily constrain performance. Instead, lifetime
reliability awareness at the microarchitectural design stage
can mitigate this problem, by designing processors that dy-
namically adapt in response to the observed usage to meet
a reliability target.

We make two specific contributions. First, we describe
an architecture-level model and its implementation, called
RAMP, that can dynamically track lifetime reliability, re-
sponding to changes in application behavior. RAMP is
based on state-of-the-art device models for different wear-
out mechanisms. Second, we propose dynamic reliabil-
ity management (DRM) — a technique where the proces-
sor can respond to changing application behavior to main-
tain its lifetime reliability target. In contrast to current
worst-case behavior based reliability qualification method-
ologies, DRM allows processors to be qualified for relia-
bility at lower (but more likely) operating points than the
worst case. Using RAMP, we show that this can save cost
and/or improve performance, that dynamic voltage scaling
is an effective response technique for DRM, and that dy-
namic thermal management neither subsumes nor is sub-
sumed by DRM.
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1 Introduction

Ensuring long-term, or “lifetime” reliability, as dic-
tated by the hard error rate due to wear-out based fail-
ures, is a critical requirement for all microprocessor man-
ufacturers. However, relentless technology scaling coupled
with increasing processor power densities are threatening
the nearly unlimited lifetime reliability standards that cus-
tomers have come to expect. This has led the International
technology roadmap for semiconductors (ITRS) to predict
the onset of significant lifetime reliability problems, and at a
pace that has not been seen in the past. It is expected that in
the future, product cost and performance requirements will
be substantially affected, and in many cases, superseded by
constraints brought on by processor wear-out and dwindling
lifetime reliability.

Traditionally, microarchitects have treated the issue of
processor lifetime reliability as a manufacturing problem,
best left to be handled by device and process engineers. We
observe that the microarchitecture’s ability to track appli-
cation behavior can potentially be leveraged to the benefit
of reliability qualification, enabling reduced reliability de-
sign costs, increased processor yield, and/or increased per-
formance.

This paper represents a first attempt at evaluating the po-
tential benefit of designing lifetime aware microprocessors.
Such design requires tools and models to evaluate lifetime
reliability at early processor design stages. Using industrial
strength models for lifetime failure modes, we develop a
methodology, called RAMP, to estimate lifetime reliability
from an architectural and application perspective. We then
propose a new technique, Dynamic Reliability Management
(DRM), which adapts the processor in response to chang-
ing workloads to ensure a target lifetime reliability at better
performance and/or cost.

1.1 Classification of processor errors

Processor errors can be broadly classified into two cate-
gories: soft and hard errors.
Soft errors, also called transient faults or single-event up-
sets (SEUs), are errors in processor execution due to elec-



trical noise or external radiation, rather than design or man-
ufacturing related defects. Extensive research is being per-
formed by the architecture community to make processors
resilient to soft errors [11, 23]. Although soft errors can
cause errors in computation and data corruption, they do
not fundamentally damage the microprocessor and are not
viewed as a lifetime reliability concern. As a result, we do
not discuss soft errors in this paper.

Hard errors are caused by defects in the silicon or metal-
ization of the processor package, and are usually permanent
once they manifest. Hard errors, or hard failures can be fur-
ther divided into extrinsic failures and intrinsic failures [13].

Extrinsic failures are caused by process and manufacturing
defects and occur with a decreasing rate over time. For ex-
ample, contaminants on the crystalline silicon surface, and
surface roughness can cause gate oxide breakdown [24].
Other examples include short circuits and open circuits in
the interconnects due to incorrect metalization during fabri-
cation. Extrinsic failures are mainly a function of the man-
ufacturing process — the underlying microarchitecture has
very little impact on the extrinsic failure rate. After man-
ufacturing, using a technique called burn-in [16], the pro-
cessors are tested at elevated operating temperatures and
voltages in order to accelerate the manifestation of extrin-
sic failures. Since most of the extrinsic failures are weeded
out during burn-in, shipped chips have a very low extrinsic
failure rate. Semiconductor manufacturers and chip compa-
nies continue to extensively research methods for improving
burn-in efficiency, and reduce extrinsic failure rates [16].

Intrinsic failures are those related to processor wear-out and
are caused over time due to operation within the specified
conditions. These failures are intrinsic to, and depend on,
the materials used to make the processor and are related to
process parameters, wafer packaging, and processor design.
If the manufacturing process was perfect and no errors were
made during design and fabrication, all hard processor fail-
ures would be due to intrinsic failures. Intrinsic failures
occur with an increasing rate over time. It is essential that
these failures do not occur during the intended lifetime of
the device when it is used under specified operating con-
ditions [1]. Examples of intrinsic failures include time de-
pendent dielectric breakdown (TDDB) in the gate oxides,
electromigration and stress migration in the interconnects,
and thermal cycling and cracking.

As discussed earlier, burn-in attempts to filter out all pro-
cessors which manifest early-life or extrinsic failures. As a
result, processor lifetime reliability tends to be almost com-
pletely dependent on wear-out failures or intrinsic hard fail-
ures. Very little microarchitectural research has been done
on modeling and analyzing intrinsic failures, and these are
the focus of our work.

1.2 Main lifetime reliability challenges

Although providing significant benefits in microproces-
sor performance, advances in technology are accelerating
the onset of intrinsic failures, causing a reduction in proces-
sor lifetimes. Specifically, the three main reasons are:
Processor scaling and increasing power densities. De-
vice miniaturization due to scaling is increasing processor
power densities and eating away at process and design mar-
gins. Scaling decreases lifetime reliability by shrinking the
thickness of gate and inter layer dielectrics, increasing cur-
rent density in interconnects, and by raising processor tem-
perature which exponentially accelerates wear-out failures.
Scaled down transistors in deep sub-micron CMOS tech-
nologies also have significantly higher leakage power which
has an exponential dependence on temperature leading to
even higher processor temperatures. Finally, supply volt-
age and threshold voltage are not scaling appropriately with
technology because of performance and leakage power con-
cerns creating further reliability problems. We quantify the
impact of technology scaling on processor lifetime reliabil-
ity in [20].

Increasing transistor count. Increasing functionality, fa-
cilitated by increasing transistor densities, causes the tran-
sistor count of processors to grow rapidly. More transistors
result in more failures which results in lower processor life-
times. Hence, not only is the reliability of individual tran-
sistors decreasing, the number of transistors that can fail is
also increasing.

The advent of on-chip power management techniques
like gating and adaptive processing. In order to cope with
escalating power, most modern processor designs employ
some form of gating, usually of the clock. Other forms
of dynamic, workload-driven adaptation of processor re-
sources and bandwidth are also becoming part of on-chip
power management [15, 18]. These techniques are promis-
ing from the point of view of reducing average power and
temperature; however, they introduce new effects on chip
like thermal cycling which may have a negative impact on
reliability.

1.3 Architectural awareness of lifetime reliability

We make the case that lifetime reliability must be treated
as a first class design constraint at the microarchitectural
design stage. This is true for all market segments ranging
from server class processors where lifetime reliability is an
implicit requirement, to commodity processors where relia-
bility impacts the number of processors shipped (yield) and
resultant profit.

Extensive research has gone into techniques that can im-
prove energy and thermal efficiency by exploiting microar-
chitectural features and adaptation capabilities. A simi-
lar approach can be used for lifetime reliability — the mi-
croarchitecture’s unique knowledge of application run-time



behavior can be leveraged to increase processor reliabil-
ity. Such an approach to reliability is fundamentally differ-
ent from existing methodologies where processor reliability
is qualified during device design, circuit layout, manufac-
ture, and chip test. Current reliability qualification mech-
anisms are oblivious to application behavior and are based
on worst-case temperature and utilization estimates.

Due to variations in IPC, resource utilization, and tem-
perature, different applications have different effects on
the processor’s lifetime reliability. The microarchitecture’s
awareness of application behavior can be used in two sce-
narios:

Over-designed processors. Current reliability qualification
is based on worst case temperature and utilization; however,
most applications will run at lower temperature and utiliza-
tion resulting in higher reliability and longer processor life-
times than required. If the processor cooling solution can
handle it, this excess reliability can be utilized by the pro-
cessor to increase application performance. For example, a
judicious increase of voltage/frequency and/or microarchi-
tectural resources could increase application performance
while still maintaining system target reliability. Such an ap-
proach would be particularly beneficial in high-end server
class processors. These processors tend to have expensive
cooling and packaging and are over-designed from a relia-
bility perspective, providing reliability margins that can po-
tentially be used to increase performance.

Under-designed processors. An adaptive approach can
also be used to safely under-design processors from a relia-
bility approach, thereby saving cost. In an approach similar
to dynamic thermal management (DTM) [18], the processor
reliability qualification can be based on expected processor
utilization and temperature, rather than worst case values.
This would result in significant design cost reductions and
would provide higher processor yield. In situations where
applications exceed the reliability design limit, the proces-
sor can adapt by throttling performance to maintain the sys-
tem reliability target. Such an approach would be beneficial
to commodity processors where increasing yield and reduc-
ing cooling costs would have significant impact on profits,
even if they incur some performance loss.

1.4 Contributions

This paper makes two sets of contributions. First,
we introduce the first application-aware architecture-level
methodology for evaluating processor lifetime reliability,
using state-of-the-art analytic models for important intrin-
sic failure mechanisms. This methodology, called RAMP
(Reliability Aware Microprocessor) can be implemented in
a simulator for design stage analysis, and in hardware to
incorporate reliability awareness.

Second, we propose dynamic reliability management
(DRM) — a technique where the processor can respond to
changing application behavior to maintain its lifetime relia-

bility target. DRM allows the exploitation of both the over-
designed and under-designed processor scenarios discussed
in Section 1.3, thereby improving performance and/or cost
over current worst-case based methodologies. Our results
using RAMP with Speclnt, SpecFP, and multimedia appli-
cations show that (1) DRM can be used to improve perfor-
mance or lower cost, providing the designer with a spec-
trum of effective cost-performance tradeoffs, (2) dynamic
voltage scaling is an effective response for DRM, and (3)
in spite of the similarities between dynamic thermal man-
agement (DTM) and DRM, neither technique subsumes the
other and future systems must provide mechanisms to sup-
port both together.

2 Related Work

As mentioned previously, the bulk of recent work on
architectural awareness of reliability has concentrated on
soft errors [11, 23]. Although some soft error correction
schemes can be used to increase tolerance to hard errors, the
bulk of this research will not impact the hard failure rate.

Current techniques for enhancing hard failure reliabil-
ity focus on fault-tolerant computing methods like redun-
dancy [19] and efficient failure recovery methods [12].
However, these techniques are typically used in server
class processors and the redundancy is targeted at mini-
mizing down-time. Fault-tolerant microarchitectures like
DIVA [5, 14] can recover from hard failures in the main pro-
cessing core, but at a huge performance cost. Recent work
by Shivakumar et al. examines techniques to increase pro-
cessor manufacturing yield by exploiting microarchitectural
redundancy [17]. They also suggest that this redundancy
can be exploited to increase useful processor lifetime. All
the above techniques are targeted at error detection, recov-
ery, minimizing down time, and increasing yield. They do
not attempt to impact the rate of wear-out or lifetime relia-
bility of processors.

There is an extensive body of knowledge in the device
design and manufacturing community on understanding and
modeling hard failure mechanisms [2, 21, 24]. However,
most of this work looks at different failure mechanisms sep-
arately — it does not attempt to unify the mechanisms to
form a system wide failure model and is also application
oblivious.

3 The RAMP Model

Based on extensive discussions with front-end, back-
end, and reliability engineers at IBM, we determined that
the critical intrinsic failure mechanisms for processors are:
Electromigration, stress migration, gate-oxide breakdown
or time dependent dielectric breakdown (TDDB), and ther-
mal cycling [2, 3]. Based on these discussions, we also
identified the state-of-the-art device-level analytic models



for these failure mechanisms [2, 24]. These models as-
sume steady state operation at specific (generally worst-
case) temperature and utilization, and express reliability in
terms of MTTF (mean time to failure or the expected life-
time of the processor). RAMP uses these models, discussed
in Sections 3.1 to 3.4, to calculate an “instantaneous” MTTF
based on current temperature and utilization. Much like pre-
vious power and temperature models [7, 18], RAMP divides
the processor into a few structures — ALUs, FPUs, register
files, branch predictor, caches, load-store queue, instruction
window — and applies the analytic models to each structure
as an aggregate. Section 3.5 describes how RAMP com-
bines the structure-level MTTF to give the MTTF for the
full processor. Section 3.6 describes how RAMP incorpo-
rates application-driven temporal variations of temperature
and utilization, to calculate the processor MTTF for an ap-
plication. Finally, Section 3.7 discusses the process of reli-
ability qualification and its incorporation into RAMP.

As a simulation tool, RAMP should be used in conjunc-
tion with a timing simulator to determine workload behav-
ior, and a power and thermal simulator for power and tem-
perature profiles. This is discussed further in Section 6. In
real hardware, RAMP would require sensors and counters
that provide information on processor operating conditions.

3.1 Electromigration

Electromigration occurs in aluminum and copper inter-
connects due to the mass transport of conductor metal atoms
in the interconnects. Conducting electrons transfer some
of their momentum to the metal atoms of the interconnect
— this “electron wind” driving force creates a net flow of
metal atoms in the direction of electron flow. As the atoms
migrate, there is depletion of metal atoms in one region
and pile up in other regions. The depletion sites can see
increased interconnect resistance or open circuits, and ex-
trusions can occur at sites of metal atom pile up. Electromi-
gration has an exponential dependence on temperature. Ex-
tensive research has been performed by the material science
and semiconductor community on modeling the effects of
electromigration and it is a well understood failure mecha-
nism [2].

The currently accepted model for MTTF due to electro-
migration (MTT Fgjr) is based on Black’s equation and is
as follows [2]:

Eapm
MTTFgp o< (J — Jepit) "€ T (D)

where J is the current density in the interconnect, J¢;
is the critical current density required for electromigration,
Eq . 1s the activation energy for electromigration, k is
Boltzmann’s constant, and 7" is absolute temperature in
Kelvin. n and E,,,, are constants that depend on the in-
terconnect metal used (1.1 and 0.9 copper interconnects as
modeled in RAMP [2]). J tends to be much higher than

Jerip I interconnects (nearly 2 orders of magnitude [2]).
Hence, (J — Jerit) & J. J for an interconnect can be re-
lated to the switching probability of the line, p, as [8]
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where C,W, and H are the capacitance, width, and
thickness, respectively of the line and f is the clock fre-
quency.

Currently, RAMP assumes all interconnects in a struc-
ture to be similar, and does not differentiate interconnects
on the basis of their C, W, and H (we currently fold these
terms into the proportionality constant). The activity factor
(or switching probability or utilization) of a structure, p, is
obtained from the timing simulator.

3.2 Stress migration

Much like electromigration, stress migration is a phe-
nomenon where the metal atoms in the interconnects mi-
grate. It is caused by mechanical stress due to differing
thermal expansion rates of different materials in the device.
This stress, o, is proportional to the change in temperature,
To — T, where T is the operating temperature and 7y is
the stress free temperature (metal deposition temperature)
of the metal. That is, when the metal was originally de-
posited on the device, there is no thermo-mechanical stress.
At other temperatures, there are stresses due to differing
expansion rates. The exact mechanisms behind stress mi-
gration are still not completely understood and research is
ongoing on the subject [2].

The mean time to failure due to stress migration,
MTTFgpys, as modeled in RAMP is given by [2]:
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where the temperatures are in Kelvin, and n and E,,,
are material dependent constants (2.5 and 0.9 for the copper
interconnects modeled [2]). RAMP assumes that sputtering
(versus vapor deposition) was used to deposit the intercon-
nect metal and uses a value of 500K for T [2].

The relationship between stress migration and temper-
ature is governed by two opposing properties. The expo-
nential temperature relationship accelerates wear-out with
increases in temperature. However, since metal deposition
temperatures tend to be higher than typical operating tem-
peratures, higher operating temperatures decrease the value
of Ty — T, thus reducing the value of ¢ and increasing the
MTTE. However, this increase in MTTF is typically much
smaller than the exponential decrease due to temperature.
3.3 Time-dependent dielectric breakdown

Time-dependent dielectric breakdown (TDDB), or gate
oxide breakdown, is another well studied failure mechanism
in semiconductor devices. The gate dielectric wears down
with time, and fails when a conductive path forms in the



dielectric [21, 24]. The advent of thin and ultra-thin gate
oxides, coupled with non-ideal scaling of supply voltage is
accelerating TDDB failure rates [3].

The TDDB model we use is based on recent experimen-
tal work done by Wu et al. [24] at IBM. Wu et al. collected
experimental data over a wide range of oxide thicknesses,
voltages, and temperatures to create a unified TDDB model
for current and future ultra-thin gate oxides. The model
shows that the lifetime due to TDDB for ultra-thin gate ox-
ides is highly dependent on voltage and has a larger than
exponential degradation due to temperature. Based on [24],
the MTTF due to TDDB, MTT Frppp, at a temperature,
T, and a voltage, V, is given by:

(x+¥%+z7)
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where a, b, X, Y, and Z are fitting parameters.

Based on data in [24], the values currently used in
RAMP are ¢ = 78, b = —0.081, X = 0.75%wv, ¥ =
—66.8evK, and Z = —8.3TE — 4ev/K.

3.4 Thermal cycling

Temperature cycles can cause fatigue failures. Dam-
age accumulates every time there is a cycle in temperature,
eventually leading to failure. Although all parts of the de-
vice experience fatigue, the effect is most pronounced in the
package and die interface (for example, solder joints) [2].

The package goes through two types of thermal cycles —
The first type are large thermal cycles that occur at a low
frequency (a few times a day). These include powering up
and down, or going into low power or stand-by mode for
mobile processors. The second type are small cycles which
occur at a much higher frequency (a few times a second).
These are due to changes in workload behavior and context
switching. The effect of small thermal cycles at high fre-
quencies has not been well studied by the packaging com-
munity, and validated models are not available. As a result,
we do not discuss models for the reliability impact of small
thermal cycles.

Large thermal cycles are modeled using the Coffin-
Manson equation [2]:

Ny = Co(AT)™? (5)

where NN is the number of thermal cycles to failure, Cy
is an empirically determined material-dependent constant,
AT is the temperature range experienced in the thermal cy-
cle, and ¢ is the Coffin-Manson exponent, an empirically
determined constant.

Using Equation 5, we can see that the MTTF due to
thermal cycling depends on the frequency of cycling, and
on the magnitude of the cycles. Hence, the equation used
to determine mean time to failure due to thermal cycles
(MTTFre)is:

1 q

MTTFTC x (T - Tambient ) (6)
where the proportionality constant also factors in the fre-
quency of thermal cycling, which we assume stays constant.
T is the average temperature of the structure and Tgypient
is the ambient temperature. Hence, 7' — Ty mpient represents
the thermal cycle modeled. As mentioned, RAMP only
models cycling fatigue in the package, since that is where
the impact of cycling is most pronounced. For the package,

the value of the Coffin-Manson exponent, g, is 2.35 [2].

3.5 Sum-of-failure-rates (SOFR) model

To obtain the overall reliability of a processor, we need to
combine the effects of different failure mechanisms, across
different structures. This requires knowledge of lifetime
distributions of the failure mechanisms, and is generally dif-
ficult.

A standard model used by the industry is the Sum-of-
failure-rates (SOFR) model, which makes two assumptions
to address this problem: (1) the processor is a series failure
system — in other words, the first instance of any structure
failing due to any failure mechanism causes the entire pro-
cessor to fail; and (2) each individual failure mechanism
has a constant failure rate (equivalently, every failure mech-
anism has an exponential lifetime distribution). The failure
rate (also known as the hazard function), h(t) at a time ¢, is
defined as the conditional probabilty that a component will
fail in the interval (¢ + d¢), given that it has survived till
time ¢. A constant failure rate implies that the value of h(t)
remains fixed, and does not vary with the component’s age;
i.e., h(t) = A. This assumption is clearly inaccurate — a typ-
ical wear-out failure mechanism will have a low failure rate
at the beginning of the component’s lifetime and the value
will grow as the component ages. Nevertheless, it is used
for lack of better models.

The above two assumptions imply [22]: (1) the MTTF
of the processor, MTTF,, is the inverse of the total fail-
ure rate of the processor, Ap; and (2) the failure rate of the
processor is the sum of the failure rates of the individual
structures due to individual failure mechanisms. Hence,

1 1
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where \;; is the failure rate of the it structure due to the
Ith failure mechanism.

The standard method of reporting constant failure
rates for semiconductor components is Failures in Time
(FITs) [22], which is the number of failures seen per 10°
device hours - MTTF, = % = %. From this point on,
we refer to processor reliability in terms of its FIT value.

Finally, it is important to understand that the processor
FIT value alone does not portray a complete picture of pro-



cessor lifetime reliability. The time distribution of the life-
times is also important. Incorporating time dependent fail-
ure models is an important area of our future work.

3.6 Computing FIT values for applications

The MTTF models used in RAMP (Equations 1, 3, 4,
and 6) provide FIT estimates for fixed operating parame-
ters (in particular, fixed temperature (T"), voltage (V'), and
frequency (f), and activity factor (p)). However, when an
application runs, these parameters can all vary with time (V'
and f vary in processors with DVS). We assume that we can
account for the impact of this variation by: (1) calculating a
FIT value based on instantaneous 7', V, f, and p (measured
over a reasonably small time granularity); and (2) using an
average over time of these values to determine the actual
FIT value of every structure for every failure mechanism
when running the application (this averaging over time is
similar to the assumption used in the SOFR model which
averages over space). For thermal cycling, we calculate
the average temperature over the entire run, which is used
in Equation 6 to determine the thermal cycling FIT value.
Sometimes we refer to this average FIT value as the FIT
value of the application. To determine the FIT value for a
workload, we can use a weighted average of the FIT values
of the constituent applications.

3.7 The reliability qualification process

The FIT value targeted by reliability qualification,
FIT,4rget, is a standard. Currently, processors are expected
to have an MTTF of around 30 years' — this implies that
FIT,4rget is around 4000.

Inherent in attaining this target FIT value is a cost-
performance tradeoff. The cost-performance tradeoff that is
made determines the proportionality constants in the indi-
vidual failure model equations. These constants are tech-
nology and also depend on factors like design materials
used and yield. High values for the proportionality con-
stants imply more reliable processors, but higher cost.

For a specific set of proportionality constants, RAMP
can provide an absolute FIT value for a given application.
However, since we do not have the function that relates
these constants to cost, we do the following: according
to current worst-case based reliability qualification method-
ologies, the architectural parameters in the model equations
(temperature (1), voltage (V), frequency (f), and activity
factor (p)) are worst-case operating parameters. For a given
technology, the target FIT value and the cost we are willing
to pay for reliability qualification (i.e., the proportionality
constants determined by materials, yield, etc.) determine
these worst-case parameters. We therefore use these archi-
tecture level parameters as a proxy for the cost of reliabil-

!Processor MTTFs tend to be much higher than the expected lifetime of
consumer use of the product. These values allow the product’s consumer
service life (typically 11 years) to fall far out in the tails of the lifetime
distribution curve [1].

ity qualification. We call these proxy parameters as Tgyqi,
Vaual> fquat, and pgyuqr respectively. The higher the value
of these parameters, the more expensive the reliability qual-
ification. We then feed these parameters to RAMP to de-
termine the proportionality constants that will give us the
target FIT value for each failure mechanism for each struc-
ture. We use those constants to determine an absolute FIT
value according to the actual 7', V, f, and p seen by the
workload.

In our experiments, to bound the space explored, we
only vary Tyyq to represent different costs. We fixed fgual
and Va1 to be the frequency and voltage of the base non-
adaptive processor. We fixed pgyq; to be the highest activity
factor obtained across our application suite from our timing
simulator. As described, the above methodology also re-
quires setting a target FIT value for each structure for each
failure mechanism. We assumed the target total failure rate
of 4000 is distributed evenly across all four failure mech-
anisms and the failure rate for a given mechanism is dis-
tributed across different structures proportional to the area
of the structure.

3.8 Validation of RAMP

Many aspects of RAMP have not yet been validated.
However, most of our assumptions are grounded in “current
practice,” and were developed after extensive consultations
with research and product groups that concentrate on pro-
cessor reliability qualification at IBM. Further, the individ-
ual failure mechanism models, which are the key underlying
components of RAMP, represent the state-of-the-art.

The approximations in RAMP involve architectural ab-
stractions, and do not alter the physical failure models.
Specifically, we make two key approximations. First, we
assume that FIT values can be directly added across time
and space. As explained in Section 3.5, adding failure rates
across space is standard industry practice through the SOFR
model; our extrapolation to adding FIT values over time
is grounded in a similar underlying assumption. Second,
we assume that the processor can be divided into discrete
structures, and that the failures are evenly distributed across
these structures. This assumption is analogous to that made
in architecture-level power and thermal simulators due to
the tradeoffs between simulation speed and accuracy. Power
and thermal simulators assume uniform power and thermal
profiles throughout structures, and do not differentiate finer
features. Similarly, we do not differentiate individual fea-
tures in a structure and instead use structure-wide abstrac-
tions like activity factor (for electromigration). We are con-
tinuing to refine our assumptions and approximations, and
are currently validating different aspects of RAMP, also in
collaboration with various groups at IBM.
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Figure 1. Dynamic Reliability Management (DRM). For
different values of Tyyq:1, FIT value of the processor running
applications A and B is shown on the y-axis. DRM adapts
the performance of the applications to meet the target FIT
value.

4 Dynamic Reliability Management (DRM)

Figure 1 motivates Dynamic Reliability Management
(DRM). Three processors 1, 2, and 3, are depicted. They
have reliability design points, Tgyuai,> Tqualy> and Toyaig,
such that Tgyuai, > Tyuals > Tquais- This implies that
processor 1 is more expensive to qualify for reliability than
processor 2, and processor 3 is the cheapest to qualify. Con-
sider two applications, A and B (depicted on the y-axis).
These two applications will have different FIT values in the
three processors, because the Ti,,q; used to calculate the ap-
plication’s FIT value in each processor is different.

In processor 1, all applications meet the target FIT value,
and in fact exceed it (i.e., their failure rates are lower than
they are required to be). In processor 2, application A does
not meet the target FIT value, but application B does. In
processor 3, both applications do not meet the target FIT
value. Hence, the expensive processor, 1, has been over-
designed from a reliability perspective, while the cheaper
processors, 2 and 3, have been under-designed.

Considering 2 and 3 first, although they are cheaper to
design than 1, they can fail prematurely if no architectural
intervention occurs, and so, do not represent acceptable de-
sign points by current reliability qualification methodolo-
gies. However, with DRM, we can design processors 2 and
3 to meet reliability targets by using processor adaptation
to reduce processor temperature, utilization, voltage, and/or
frequency, at the cost of throttling performance, but with
higher reliability. Now, considering application B in proces-
sor 2 and both applications in processor 1, current systems
will not exploit reliability over-design space. However, if
the cooling solution can support it, DRM can be used to ex-
ploit the reliability margin and extract excess performance
(e.g., by overclocking or increasing microarchitectural re-

sources). Thus, DRM can be used both to decrease reliabil-
ity qualification cost and to increase processor performance,
while assuring reliability targets are met.

Like dynamic energy management (DEM) and dynamic
thermal management (DTM), DRM requires adaptation re-
sponse mechanisms and control algorithms to invoke these
responses. We can leverage the extensive body of work on
DEM and DTM [4, 15, 18] for DRM as well. However, it
is important to note that designing for energy, temperature,
and reliability are distinct problems. Solving one does not
automatically solve the other. Like energy, but unlike tem-
perature, reliability is a long-term phenomenon and can be
budgeted over time. Similarly, like temperature, but unlike
energy, reliability is directly affected by power density (a
spatially local parameter). We highlight the differences be-
tween DRM and DTM in Section 7.3, and show that DRM
violates thermal constraints in some situations, and DTM
violates reliability constraints in some situations.

5 DRM evaluation

A true evaluation of DRM would require proposing a
control algorithm for processor adaptations, and evaluat-
ing its performance for different values of Tg,q;. However,
in this initial work, we only seek to show the potential of
DRM, and do not study any actual control algorithms.

We study the potential of DRM by considering a wide
range of microarchitectural configurations, and voltage and
frequency settings, and selecting configurations that would
give maximum performance, for different values of Tyyq;-
This effectively simulates a DRM algorithm which adapts
once per application run, and chooses the adaptation config-
uration with oracular knowledge of the application behav-
ior. Although the algorithm is oracular, it does not represent
the best possible DRM control algorithm because it does not
exploit intra-application variability. The adaptations we ex-
plore for DRM are:

Microarchitectural adaptation (Arch). For every applica-
tion, for a range of T4 values, we explore a range of mi-
croarchitectural configurations, and select the one that gives
the best performance while still within the target FIT value.
The voltage and frequency is the same for all Arch configu-
rations.

Dynamic voltage and frequency scaling (DVS). For every
application, for a range of Tg,q; values, we explore a range
of voltages and frequencies, and select the one which gives
the best performance while still within the target FIT value.
We use the most aggressive microarchitectural configura-
tion supported.

Microarchitectural adaptation and DVS (ArchDVS). In
this case, we explore combinations of microarchitectural
configurations and DVS settings, for each application, for
different Ty, q; values.



FP FU latencies 4 default, 12 div. (div. not pipelined)

Instruction window (reorder buffer) 128 entries
Register file size 192 integer and 192 FP
Memory queue size 32 entries

Branch prediction 2KB bimodal agree, 32 entry RAS

Technology Parameters Application Type IPC Base power (W)

Process technology 65 nm MPGdec (Mpeg video decoder) Multi- 3.2 36.5
Vad 1.0V MP3dec (Mp3 audio decoder) media 2.8 34.7
Processor frequency 4.0 GHz H263enc (H263 video encoder) 1.9 30.8
Processor core size (not including L2 cache) 202mm?2 (4.5mm x 4.5 mm) bzip2 SpeclInt 1.7 239
Leakage power density at 383 K 0.5 Wmm? gzip 1.5 234

Base Processor Parameters twolf 0.8 15.6
Fetch/retire rate 8 per cycle art SpecEP 07 17.0
Functional units 6 Int, 4 FP, 2 Add. gen. equake 14 20.0
Integer FU latencies 1/7/12 add/multiply/divide ammp T1 197

Base Memory Hierarchy Parameters

L1 (Data) 64KB, 2-way associative,
64B line, 2 ports, 12 MSHRs

L1 (Instr) 32KB, 2-way associative

L2 (Unified) IMB, 4-way associative,
64B line, 1 port, 12 MSHRs

Main Memory 16B/cycle, 4-way interleaved

Base Content ionless Memory Latencies

L1 (Data) hit time (on-chip) 2 cycles

L2 hit time (off-chip) 20 cycles

Main memory (off-chip) 102 cycles

Table 1. Base non-adaptive processor.

The exact configurations used in each case are discussed
in Section 6.1.

6 Experimental Methodology
6.1 Architectures

The base non-adaptive processor studied is summarized
in Table 1. Given that reliability concerns will be ampli-
fied in future technologies, we model a 65nm processor,
with a supply voltage, Vg4, of 1.0 V and a base frequency
of 4 GHz. The core size (and size of different structures)
was estimated from current processor sizes, scaled appro-
priately [3], and does not include the L2 cache. Also, al-
though we model the performance impact of the L2 cache,
we do not model its reliability. This is because the tem-
perature of the L2 cache is much lower than the processor
core [18], resulting in very low L2 intrinsic failure rates.
Hence, we concentrate on intrinsic failures in the core. The
base processor is similar to the MIPS R10000. We assume
a centralized instruction window that integrates the issue
queue and reorder buffer (ROB), but has a separate phys-
ical register file.

For the DRM voltage and frequency adaptations, we vary
the processor frequency from 2.5 GHz to 5.0 GHz.We al-
ways set the voltage such that it supports the frequency be-
ing simulated. The relationship between voltage and fre-
quency used was extrapolated from the information avail-
able for DVS on Intel’s Pentium-M (Centrino) processor.

For the microarchitectural adaptations used in DRM, we
model 18 configurations (consisting of combinations of the
instruction window size, number of ALUs, and number of
FPUs), ranging from a 128 entry instruction window, 6
ALU, 4 FPU processor, to a 16 entry instruction window,
2 ALU, 1 FPU processor. The issue width of the processor

Table 2. Workload description. The IPC and power
(dynamic+leakage) on the base non-adaptive processor is
given.

is equal to the sum of all active functional units and hence
changes when we change the number of active functional
units. Since we adapt the issue width of the processor with
functional unit adaptation, we power down the selection
logic corresponding to the functional units that are powered
down. Also, when a functional unit is powered down, the
corresponding part of the result bus, the wake-up ports to
the instruction window, and write ports to the register file
are also powered down. When a structure is powered down,
since it has no current flow or supply voltage, it cannot have
any failures due to electromigration or TDDB. Hence, the
FIT value due to electromigration and TDDB of any adap-
tive structure on chip is proportional to the powered on area
of the structure.

Finally, it should be noted that our base non-adaptive
processor uses the most aggressive microarchitectural con-
figuration available. Therefore, the microarchitectural
adaptations we model can only reduce the performance of
the processor, relative to base, and not increase it, since the
DRM algorithm Arch cannot change processor frequency
(Arch always runs at base voltage and frequency). Thus,
the maximum possible performance of any application with
Arch will be 1.0, relative to the base processor.

6.2 Workload description

Table 2 summarizes the nine applications used in this
paper. In order to study the reliability implications of var-
ious application classes, we choose three multimedia ap-
plications, three SPEC2000 integer applications, and three
SPEC2000 floating point applications. As shown in Ta-
ble 2, these applications exhibit a wide range of IPCs and
power consumptions. For this study, it was more important
to study applications which show a wide range of behav-
ior, rather than perform a comprehensive study of the SPEC
benchmark suite.

For the SPEC benchmarks, we fast forward 1.5 billion
instructions to pass initialization code, and then we simulate
500 million instructions. The multimedia applications do
not have an explicit initialization phase. So, we simulate
500 million instructions (at least 400 application frames)
without fast forwarding.



6.3 Simulation methodology

Simulators. We use the RSIM simulator [10] for per-
formance (timing) evaluation, the Wattch tool [7] inte-
grated with RSIM for power measurement, and the HotSpot
tool [18] for temperature evaluation. The chip floorplan fed
to HotSpot resembles the MIPS R10000 floorplan (without
L2 cache), scaled down to 20.2mm? (4.5 mm x 4.5 mm).
Wattch assumes extensive clock gating for all the compo-
nents of the processor with 10% of its maximum power
charged to a component when it is not accessed in a given
cycle. Temperature and reliability measurements are per-
formed at the granularity of 1y second.

Leakage power. Leakage power is calculated based on
structure areas. For the 65nm process modeled, a leakage
power density of 0.5 W/mm? at 383K is used. This value
was obtained from industry [6], and is based on aggressive
leakage power control techniques being employed. We also
model the impact of temperature on leakage power using
the technique in [9]. At a temperature T, the leakage power,
Pieak(T) = Piear(383K) * eA(T—383) where 3 is a curve
fitting constant. The value of 3 we use for 65nm (0.017) is
taken from [9].

Heat sink temperature. As explained in [18], the RC time
constant of the processor heat sink is significantly larger
than the RC time constant of individual silicon structures.
Hence, we cannot run our simulations long enough for the
heat sink to reach its steady state temperature. Therefore, it
is critical that HotSpot be initialized with the right heat sink
temperature. For this purpose, we run all simulations twice.
The first run is used to obtain average power consumption
values for each structure on chip. These average values are
then fed into the steady state temperature model to calcu-
late a steady state heat sink temperature. This steady state
heat sink temperature is then used to initialize the second
simulation run.

Reliability calculation. Based on activity factor estimates
obtained from RSIM, and temperature estimates obtained
from HotSpot, RAMP calculates FIT values at 1 usec inter-
vals using the model in Section 3.

7 Results
7.1 Designing Processors for Different T,,,;

Figure 2 shows the performance for all the applications,
when using the combination of microarchitectural adapta-
tion and DVS (ArchDVS) to control reliability by DRM for
a range of Ty, values. Performance is represented as an
increase or slowdown over the base non-adaptive processor,
with a value of 1.0 representing no gain or loss. As men-
tioned in Section 3.7, we use T4 as a proxy for reliability
design cost. Results are shown for four values of Tyyq; —
400K, 370K, 345K, and 325K, which represent four quali-
fication levels, ranging from most expensive to cheapest.

Tquat = 400K. The hottest temperature reached on
chip by any application for our benchmark suite was near
400K. Hence, this value of Tg,q; represents a lower bound
on the qualification temperature that would be chosen using
current methodology for reliability qualification, based on
worst-case conditions. As can be seen, all the applications
experience significant performance gains (ranging from a
gain of 10% for MP3dec to 19% for twolf) while still main-
taining required processor reliability levels. This is because
the operating conditions on chip while an application runs
generally tend to be much lower than the worst case values,
so all the applications can run at higher than base frequency.
At the higher frequency, the temperature will ocassionally
exceed 400K but the total FIT value will not exceed the tar-
get because higher instantaneous FIT values are compen-
sated by lower values at other times.

The performance gains experienced by the SPEC bench-
marks tend to be higher on average than those of the multi-
media benchmarks. This is because the multimedia bench-
marks have higher IPCs, and consequently higher operating
temperatures and activity factors, which gives them higher
FIT values on the base processor than the SPEC bench-
marks.

Based on the above results, we can see that qualifying for
worst case operating conditions is overly conservative — in-
stead, we could either design to a lower T'gy,q;, Which would
result in cost savings, or the base non-adaptive processor
can be marketed at a higher frequency (while still meeting
the reliability target).

Tquat = 37T0K. At a Tgyg value of 370K, the applica-
tions with the highest FIT values on the base non-adaptive
processor (MP3dec and MPGdec) have almost no perfor-
mance gain. All the other applications have a performance
gain ranging from 4% for bzip2 to 13% for twolf. This rep-
resents a processor which is qualified for reliability based on
application behavior. Rather than selecting T, based on
the worst case application operating temperature of 400K,
T4uar Was chosen such that the worst applications (MP3dec
and MPGdec) just meet the reliability target. Such an ap-
plication oriented approach to reliability qualification rep-
resents significant savings in qualification cost without any
loss of performance (DRM never curtails performance in
this scenario for these applications). Again, lower IPC ap-
plications see the largest performance gains (twolf and art).
Tquar = 345K . A T4 value of 345K represents a
processor qualified for the average application, rather than
worst case application. As can be seen, the performance
seen by all the applications with DRM was within 10% of
the base value, and in four cases, was within 5%. This po-
tentially represents an excellent cost-performance tradeoff
design point, where DRM can be used to underdesign a pro-
cessor, without incurring significant performance penalties.
As is expected, high IPC applications experience the largest
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Figure 2. The performance of ArchDVS for DRM is shown on the y-axis, relative to the base non-adaptive architecture at 4 GHz.

This is shown for all the applications for different Ty,q; values.

performance losses, while low IPC applications enjoy the
largest gains.

Tquat = 325K. A T4 value of 325 K represents a
processor which has been drastically underdesigned from a
reliability perspective. All applications, with the exception
of art and ammp, experience a slowdown. The high IPC
multimedia applications experience the largest slowdown,
with MP3dec suffering a loss of 26% in performance. This
scenario potentially represents a case where the cost benefit
of designing for a cheaper Ty, is overshadowed by the
loss in performance seen.

Implications of designing for reliability. From the above
results, we see that there is potential for significant cost ben-
efit, without any performance loss, using DRM. Changing
the reliability design point from T, of 400K to 370K,
saves design cost, without requiring any of the applications
to slow down. This shows that worst case reliability quali-
fication is overly conservative.

Using DRM, by allowing some performance degrada-
tion, we can further lower the value of T'gy4;. In our results,
even at a Tj,,q; of 345K, the performance loss seen was lim-
ited. Hence, a wide spectrum of Tj,q; values (in our case,
345K to 400K) are available to designers, for a reasonable
performance tradeoff.

Finally, we see that the performance-cost tradeoff de-
pends on the processor’s intended application domain. For
example, a processor designed for SPEC applications could
be designed to a lower T4, than a processor intended for
multimedia applications. In the situation that an application
causes the processor to exceed the reliability target, DRM
can be employed to maintain reliability.

7.2 Comparing Different DRM Adaptations

Figure 3 compares the performance (relative to the base
non-adaptive processor) for the three DRM adaptations,
Arch, DVS, and ArchDVS, for one of the applications,
bzip2, for a range of T4 values. Due to a lack of space,
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Figure 3. Comparison of different DRM adaptations for
bzip2. The x-axis represents different Tyyq; values and
the y-axis is performance speedup or slowdown. DVS and
ArchDVS show identical behavior for bzip2 and are not dis-
tinguishable.

we do not show these results for all the other applications.
However, the trends are very similar.

As can be seen, DVS and ArchDVS significantly outper-
form Arch, performing 25% better at a Tg,,4; value of 335K.
Also, ArchDVS chose to perform DVS on the base proces-
sor most of the time — hence, there is very little difference
between DVS and ArchDVS.

DVS and ArchDVS, which can both adapt frequency and
voltage, perform much better than Arch due to three main
reasons: (1) Small drops in voltage and frequency result in
large drops in temperature — this is because of the near cubic
relationship between frequency and power, which translates
into a large temperature drop. In comparison, Arch does not
cause such a large drop in processor power, necessitating a
larger performance hit. (2) As can be seen in Equation 4,
there is a very large voltage dependence on TDDB FIT val-
ues. Hence, small drops in voltage and frequency reduce
the TDDB FIT value drastically. (3) As mentioned, in Sec-
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tion 6.1, the performance due to Arch can never be greater
than 1.0, since it cannot adapt the processor’s frequency.
Hence, in any scenario where processor performance can
be increased because of an overdesigned Tgyq;, DVS and
ArchDVS will perform better than Arch (this is seen for
Tquar values between 360K and 400K in Figure 3).

Hence, it is clear that DVS is more beneficial than the
microarchitectural adaptations for the space we explored for
DRM.

7.3 Comparing DRM and DTM

This section makes the case that DTM algorithms do not
subsume reliability concerns and vice versa; i.e., both ther-
mal and reliability constraints need to be considered as first-
class design entities.

Figure 4 compares DRM and DTM using voltage and
frequency scaling (DVS) for all the applications. Each point
on the horizontal axis is a temperature value, which rep-
resents the qualifying temperature for DRM (T§yq:), and
the thermal design point (T},4z), for DTM. For each of
these temperatures, the optimal frequency chosen by DVS
on the base non-adaptive processor for DRM (Curve DVS-
Rel in the figure) and DTM (curve DVS-Temp) is shown
on the vertical axis. That is, the DVS-Rel curve ensures
highest performance at the target FIT value and the DVS-
Temp curve ensures highest performance without exceeding
Tmaac~

Unlike T,4, Which represents the maximum tempera-
ture the processor is allowed to reach, Tgyq; does not im-
pose a temperature restriction on the processor. The tem-
perature can exceed Tgyq; as long as the target FIT value is

not exceeded (because FIT value is also a function of volt-
age, frequency and utilization).

As can be seen, different frequencies are suggested by
DRM and DTM. More significantly, at higher values of
Tyuat and Tp, 4, using the DTM suggested frequency would
violate the system reliability requirement; while at lower
values of T, and Tp,4,, using the DRM suggested fre-
quency would violate the system thermal requirement. This
occurs because the slope of the DVS-Temp curve in the fig-
ure is generally steeper than the slope of the DVS-Rel curve.
The reliability curve is less steep because of the exponential
dependence of reliability on temperature. A small change in
frequency creates a temperature change which is amplified
exponentially in the reliability equation. This effect is fur-
ther compounded by the large dependence of the TDDB FIT
value on DVS voltage, as dictated by Equation 4. Finally,
we can also see that the crossover point of the two curves is
not fixed, and instead changes depending on the application.
Hence, it is clear that the relationship between design for re-
liability and design for temperature is not obvious. Neither
subsumes the other, and algorithms that jointly consider re-
liability and temperature (and energy) are important areas
of future work.

8 Conclusions

In this era of power-constrained design, the effect of es-
calating on-chip temperatures on chip reliability is of in-
creasing concern to processor and system developers. The
effects of technology scaling in the deep sub-micron range
are adding to this reliability concern. In this paper, we



present a new model, called RAMP, for enabling early-
stage power/performance/reliability tradeoffs. Driven by
technology, packaging, and chip floorplan parameters, this
model can be used in conjunction with an existing cycle-
accurate microarchitectural simulator to estimate variations
in MTTF with the characteristics of the input workload. By
using this model, we show how one can boost delivered
performance in low-IPC phases, without deviating from
the original MTTF specification. Similarly, we also show
how processors could be designed with less-than-worst-case
temperature qualifications to conserve cost, without giving
up performance. In this latter case, the implications of adap-
tive control mechanisms are similar to earlier published dy-
namic energy management and thermal management meth-
ods. However, our experimental results clearly show that
the tradeoffs involved in our new DRM methodology are
significantly (if not fundamentally) different from those re-
ported in prior adaptive work.

This paper deals primarily with the impact of tempera-
ture on wearout driven (un)reliability. It also considers the
effect of degradations in reliability caused by technology
scaling alone, such as dielectric breakdown. There are, of
course, other lifetime reliability degradations that we do not
currently consider in RAMP. One example is the effect of
inductive noise on the voltage rails (Ldi/dt) caused by cur-
rent surges in various units.

In future work, we will propose specific adaptive
control algorithms (including intra-application and inter-
application control) that offer the promise of close to op-
timal choice of adaptive configurations to increase relia-
bility while meeting a performance target or to increase
performance while meeting a reliability specification. We
will extend the RAMP model to include other technology-
dependent reliability degradation factors, besides the ones
described in this paper. We also plan to incorporate time
dependence in our reliability models and relax the series
failure assumption.
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