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ABSTRACT

Much work has been done to reduce the energy consumption of the processor or memory using

adaptation algorithms for general-purpose systems. This paper develops new adaptation algo-

rithms that combine the benefits of multiple time scales of adaptation and joint processor-memory

adaptation to save more energy than previous algorithms for general-purpose applications. Specifi-

cally, our final algorithm for joint adaptation of processor and memory has the following attributes

that have not previously been available for general-purpose adaptations. First, the algorithm can

trade off a specified amount of performance for energy savings. In contrast, previous work on

processor adaptation has focused on saving energy without “much” performance loss – our work

not only allows more energy savings but also provides a performance guarantee. Second, previous

processor adaptation algorithms for general-purpose applications adapt at either a fine or coarse

time scale. The new algorithm allows adaptation at both time scales, exploiting both short term

and long term variability. Third, previous work has considered processor and memory adaptation

separately. Our algorithm is the first to jointly adapt both processor and memory, and shows that

such joint adaptation can provide significant energy savings over adapting either component alone.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Energy consumption is an important design-time concern across a large spectrum of computer sys-

tems. These systems include mobile systems such as laptops and cellular phones where battery life

must be maximized, as well as high-end servers in data centers where the energy and cooling bill

must be minimized. The last few years have seen significant research in the use of adaptive archi-

tectures to save processor energy [1–10]. More recently, researchers have recognized that memory

is also a key consumer of energy. For example, a study shows that for fully configured IBM server

systems [11], memory energy could be as high as 150% of processor energy. Commercial memory

chips now contain multiple power modes [12] and recent work has proposed control algorithms to

adapt between these different modes [13, 14].

To our knowledge, there is no work that considers general-purpose systems where both the

processor and memory are adaptive. Traditionally, for general-purpose applications, the focus has

been on adapting the processor to reduce energy without any impact on performance. Recent work

on memory system adaptation, however, makes the case for trading off some (previously agreed

upon) performance to reduce energy. Much work has been done in exploiting such a tradeoff

in multimedia applications on mobile systems where the applications lend themselves easily to

different levels of quality of service (with different performance demands) and battery life is a

predominant constraint. However, such tradeoffs are also becoming reasonable in the context of

data center environments where customers may sign service-level agreements depending on desired

performance and attendant energy costs. Given an environment where some known amount of
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performance slowdown is acceptable, it is unclear how to exploit this jointly through processor and

memory adaptations.

This thesis represents the first work that considers reducing energy consumption in the processor

and memory subsystems together for general-purpose applications. The focus of our work is on

algorithms to control the different adaptation modes provided by the processor and memory, with

the goal of minimizing energy while incurring no more than a specified performance slowdown.

This work requires advances on two fronts – in processor adaptation algorithms and algorithms for

joint adaptation of multiple hardware components (processor and memory in our case).

1.2 Challenges in Processor Adaptation

As mentioned, most current work on processor adaptation for general-purpose applications aims

to reduce energy without “much” loss in performance, but without bounding this loss. In most

of this work, the control algorithms are developed using heuristics that are painstakingly hand

tuned to avoid performance loss. Even so, these algorithms may incur unpredictable performance

losses for situations outside the training set of the tuning. In contrast, we seek to develop control

algorithms that can exploit a known amount of performance slowdown to further reduce energy,

while providing a guarantee of not exceeding this specified slowdown. The acceptable slowdown

may be different for different applications and system environments. The heuristics-driven hand

tuning approach for all such possible slowdowns and environments is not practical. Instead, a more

algorithmic approach that can predict the energy and performance impact of different adaptations

is required. While there have been a few studies that have considered incurring a known slowdown

for saving energy [15, 16], we are not aware of other work that provides a performance guarantee

for processor adaptations.

To solve this problem, we bring together concepts developed in several recent works in different

contexts. Sherwood et al. [17] have shown that at a large scale (millions of instructions), programs

repeat their behavior, and it is possible to predict the occurrence and performance characteristics

of these repeated phases.

Once we establish the presence of such predictable phase boundaries, we can leverage energy

saving techniques by Hughes et al. [18,19] in the context of multimedia applications. That work ex-
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ploits the natural frame boundaries of multimedia applications and prior results that show that the

performance and energy for the next frame are predictable. Extending the ideas from Sherwood et

al. [17] and Hughes et al. [19], we develop an algorithm for general-purpose applications that adapts

at phase boundaries to choose the lowest energy configuration that stays within the specified perfor-

mance target. The guarantee on performance is ensured even in the presence of mispredicted phase

identifications – to achieve this guarantee, we adapt some ideas from the performance guarantee

algorithm previously proposed for memory adaptation [14].

In summary, our final processor adaptation control algorithm unifies ideas from several prior

studies. The result is an algorithm with a combination of significant attributes that are not all

available in any prior algorithm for general-purpose applications.

1.3 Challenges in Joint Processor-Memory Adaptation

Given that both the processor and memory adaptations seek to minimize energy while incurring a

targeted performance slowdown, we need to ensure that these adaptations are adequately coupled

and do not conflict with each other. For example, a memory adaptation that slows down the mem-

ory’s response to the processor’s request has an impact on the optimal energy-efficient configuration

of the processor. Similarly, the configuration of the processor has an impact on the rate at which

memory sees requests and the resultant optimal memory configuration. It is unclear how to couple

the processor and memory adaptation algorithms so that we can achieve configurations that are

energy-optimal in a system-wide sense and respect the overall performance target. Furthermore,

coupling the algorithms too tightly for the perfect optimal incurs the danger of being too inefficient

– a completely coupled algorithm would need to consider the cross-product of the configuration

space possible for the processor and memory, which is too large for our case.

We show that while there is a need to perform the processor and memory adaptation in a

cooperative way, a tight coupling is not required. We demonstrate that the key to successful

cooperation is to determine an optimal distribution of the performance slowdown that should be

exploited by the processor and the memory system. Once such a distribution is determined, the

processor and memory adaptations can take place independently of each other (while respecting

their own slowdown targets). We show that it suffices to determine the distribution at phase
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boundaries, and that it can be determined efficiently. Specifically, the algorithm does not need to

examine the configuration space cross-product and so does not suffer from the configuration space

explosion.

1.4 Summary of Contributions and Key Findings

Overall, our new joint processor-memory adaptation algorithm advances the state-of-the-art in the

following ways:

• Energy-performance tradeoff. Our new algorithm allows processor adaptations to exploit a

targeted performance slowdown to minimize energy. Previously, all processor adaptation

algorithms for general-purpose applications have aimed to provide energy savings without

“much” loss in performance.

• Processor adaptation at multiple time scales. The new algorithm invokes processor adapta-

tion at multiple time scales, exploiting the benefits of local and global variability. Previous

algorithms for general-purpose applications mostly adapted at the local time-scale, with the

exception of one preliminary work that adapts at only the global time-scale.

• Joint processor-memory adaptation. The new algorithm is the first to perform both processor

and memory adaptation in a cooperative way.

• Performance guarantee. The algorithm provides a performance guarantee even in the face of

mispredictions of phase identifications. We are not aware of any previous processor adaptation

algorithms that provide such a guarantee.

Our simulation-based experiments on seven SPEC benchmarks show that our new algorithm is

effective on all of the above counts. Specifically, our algorithm is able to maintain the performance

target for all cases. Regarding processor adaptation, we show that combining global and local

adaptation is best. In particular, it saves up to 25% (average 12%) more processor energy than

global adaptation alone and up to 30% (average 11%) more than local adaptation alone. Regarding

joint processor-memory adaptation, we show that it is beneficial to adapt both processor and

memory. Joint adaptation provides a savings of about 30% on average over processor adaptation
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alone and over 40% on average over memory adaptation alone. Finally, our results show that this

joint processor-memory adaptation must be done in a cooperative way, with an intelligent and

application-specific choice of slowdown distribution between processor and memory.

1.5 Organization of the Thesis

This thesis is organized as follows. Chapter 2 describes the processor adaptation algorithms and

presents the results for processor only adaptations. Chapter 3 presents our joint processor and

memory adaptation algorithm. Chapter 4 presents related work on processor and memory adapta-

tions not already discussed in Chapters 2 and 3. Chapter 5 summarizes our findings and presents

future work.
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CHAPTER 2

PROCESSOR ADAPTATION

ALGORITHMS

Section 2.1 describes the most closely related processor architecture adaptation algorithms pro-

posed for multimedia applications. (Chapter 4 provides a complete comparison with related work.)

Section 2.2 describes the new algorithms derived for general-purpose applications. Section 2.3 de-

scribes the experimental setup. Section 2.4 presents energy savings due to the different processor

adaptation algorithms.

2.1 Previous Algorithms for Multimedia Applications

2.1.1 Global algorithm

Multimedia applications are typically frame-based, where the execution of each frame must meet

a certain deadline. Previous work showed that for several multimedia applications studied, for a

given architecture configuration, the average IPC and average power for a frame stay roughly the

same from frame to frame [18, 19]. This is because the nature of the work done stays roughly the

same. The amount of work, however, differs from frame to frame, resulting in differing instruction

counts for different frames. Nevertheless, since the amount of work changes slowly across frames,

the instruction count is highly correlated with the previous few frames and so is easy to predict [18].

Using the above observations, Hughes et al. [19] proposed the following algorithm for architec-

ture adaptation at the frame granularity for multimedia applications. The goal for the algorithm

is to find, for each frame, the lowest energy architecture configuration that will execute the frame
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within the time allocated (referred to as the deadline). The algorithm consists of two (on-line)

phases – a profiling phase and an adaptation phase.

The profiling phase runs successive frames using the different architecture configurations avail-

able (one configuration for an entire frame). For each architecture configuration, it records its

frame’s average instructions per cycle (IPC) and power. This information also gives the average

frame energy per instruction (EPI) for the architecture (which also remains roughly constant across

frames, for a given architecture). For each architecture configuration, the algorithm then uses the

measured IPC and EPI to determine the maximum number of instructions (Imax) that can be

executed within the assigned deadline. The algorithm then constructs a table with an entry for

each architecture configuration containing Imax, and sorted in order of increasing EPI.

In the adaptation phase, before executing a frame, the algorithm predicts the number of in-

structions to be executed by that frame (using a simple predictor based on instruction count of

the last few frames). It then searches the above table to find the first hardware configuration with

Imax > predicted instructions – this configuration is expected to execute the next frame in the

assigned deadline with the lowest EPI and is used for the next frame.

2.1.2 Local algorithms

The Local algorithms adapt frequently (e.g., every few hundred cycles, referred to as the local

interval) in response to variability in the usage of the targeted microarchitectural resources. Since it

is difficult to predict the performance impact of adaptations at this fine granularity, these algorithms

attempt to reduce energy without “much” impact on performance by shutting down resources that

are predicted to not contribute to performance. Sasanka et al. studied local adaptation of the

instruction window size and active functional units (and the consequent issue width) for multimedia

applications, and found the following algorithms to work the best [19]. For the instruction window,

they proposed a new algorithm that combines two heuristics: one each for increasing and decreasing

the instruction window size. The increase heuristic is based on estimating the loss in IPC from

having part of the instruction window deactivated over the interval. If the IPC loss is greater

than some threshold, the window size is increased. The decrease heuristic is from [7]. It counts

the number of instructions issued from the youngest part of the window over the interval – if the
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number of committed instructions is smaller than a threshold, the window size size is decreased.

For controlling the number of active functional units, the algorithm again uses two heuristics:

one each for increasing or decreasing the number of functional units, based on the work in [20]. The

algorithm for decreasing the units measures the mean functional unit utilization over an interval –

if it is less than a threshold, then it decreases the number of functional units. The algorithm for

increasing the units tracks the total number of structural hazards for each type of unit seen by all

instructions within an interval. If the total exceeds a threshold before the end of the period, the

number of active functional units is increased.

2.1.3 Joint Global+Local algorithm

Sasanka et al. combined the above two classes of algorithms to get the benefits of both for multi-

media applications [21]. The joint Global+Local algorithm can be viewed as a Global algorithm

but where each architecture configuration also invokes Local adaptations. Thus, the algorithm

comprises an initial profiling phase, where each architecture is profiled over the period of a frame.

During this time, the architecture also invokes local adaptations to react to variability during the

frame to further reduce resources without (ideally) further degrading execution time. The Lo-

cal adaptations in this case are not allowed to increase resources beyond those provided by the

architecture configuration being profiled. After all profiling is done, an EPI-sorted Imax table is

constructed as before. Subsequently, the adaptation phase begins and at the start of each frame,

the lowest EPI configuration with the appropriate Imax is selected, similar to the Global algorithm.

2.2 New Processor Algorithms for General-Purpose Applications

2.2.1 Global algorithm

The multimedia global processor adaptation algorithm adapts at the frame granularity and saves

energy by slowing down the frame execution just enough to meet the deadline. General-purpose

applications are different in that there is neither a direct notion of a frame nor a deadline. However,

recent work has shown that many general-purpose programs execute as a series of repeated phases

– each phase may be fairly different from the others, but repeats over the course of the execution
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with similar performance and power metrics averaged across the phase [17,22,23]. We can use the

notion of a phase as the granularity for adaptation, analogous to a multimedia frame. Instead of

using a deadline to determine the allowed slowdown, we assume that the user specifies an allowable

percentage slowdown or slack, relative to the base performance without any adaptations (e.g., a

10% slack).

We use the technique described in [17] to track and classify phases after every 10 million in-

structions. This technique is based upon code execution frequencies and is independent of the

architecture configuration used to run the phase. At the end of each group of 10M instructions

(referred to as a phase interval), the phase classification technique assigns a unique phaseID cor-

responding to the tracked phase. We refer to a phase interval classified as a given phase as an

occurrence of that phase. The algorithm also requires a phase predictor to predict the phaseID of

the next phase interval.

For simplicity, we first describe the algorithm assuming a perfect phase predictor. The goal of

the algorithm is to slow down each occurrence of a phase by the specified slack. (Note that such an

equal distribution of slack across all phases may not be optimal, but other distributions are more

complex.) Given the correspondence between a phase and a frame, we adapt the multimedia global

algorithm as follows. Again, we have a profiling part where the initial occurrences of each phase are

run with different architecture configurations (one configuration for an entire phase occurrence).

These profiles give, for each architecture configuration and phaseID, the execution time and energy

taken by the phase. This time and energy is predicted to be the same across all occurrences of

the phase. Unlike the multimedia algorithm, all occurrences of a phase have the same instruction

count; therefore, we can directly collect the execution time (instead of IPC) and energy (instead of

EPI). After all the profiles are collected for a given phase, the algorithm can simply determine the

architecture configuration with the lowest energy such that its execution time is within the targeted

slack (i.e., the slowdown relative to the base architecture is less than the user-specified constraint).

Subsequent occurrences of the phase are now run at this chosen architecture configuration. The

total number of intervals used for profiling with this algorithm equals Number of phases × Number

of architectural configurations.

The above algorithm is simple, but assumes that the phaseID for the next phase interval can
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be predicted perfectly. However, this is not always the case. A phase misprediction could result

in choosing an architecture that violates the performance constraint by using up too much slack.

To accommodate this case, we modify the algorithm to track the slack used in each phase interval.

If too much slack is used, then different configurations are chosen in subsequent intervals. These

configurations use up less than the user-specified slack and are used until the previous over-use is

compensated for. To achieve this, at the end of the profiling phase for a given phaseID, the algorithm

builds a table for that phaseID, with an entry corresponding to each architecture configuration and

sorted in increasing order of energy (analogous to the multimedia algorithm). The entry stores the

execution time for the architecture for that phaseID.

Now consider the execution of a phase interval i with a certain phase P , which may have been

predicted incorrectly and run with an inappropriate architecture Arch. We use the following terms:

• T P
Arch : Execution time for P with the architecture Arch as measured.

• T P
base : Execution time for phase P with the base architecture (as determined from the above

table).

• Slack : Target user slack (specified as a fraction).

• UsedSlacki : Absolute slack (in terms of time) used in interval i

UsedSlacki = T P
Arch − T P

base.

• RemainingSlacki : Unused slack (in terms of time) at the end of interval i

RemainingSlacki = (Absolute slack available at start of interval i) - UsedSlacki

= T P
base ∗ (Slack/100) + RemainingSlacki−1 − (T P

Arch − T P
base).

If the remaining slack at the end of interval i is negative, then the algorithm calculates a

new desired execution time for the next interval i + 1 with phaseID P ′ as T P ′

base ∗ (1 + Slack) +

RemainingSlacki, where T P ′

base is the execution time with the base architecture for the predicted

phase for interval i + 1.

The algorithm looks up the table for the predicted phase for interval i+1 to determine the first

architecture configuration in the table that has an execution time value less than the above. This

configuration is then chosen for the next phase interval. Assuming there are enough phase intervals
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remaining to execute, any over-use of slack is compensated for, and a performance guarantee is

maintained.

We use three different phase predictors in our experiments: (1) perfect predictor; (2) a predictor

which predicts the phase of the next interval to be the same as the current interval, referred to as

Simple predictor; and the (3) RLE Markov Predictor proposed in [17].

2.2.2 Local algorithms

The Global algorithm adapts only at large-scale phase boundaries and it can only exploit the

large scale variability among phases, referred to as interphase variability. Ideally we would like

to adapt frequently in response to all variations in microarchitectural resources within a phase.

The local adaptation algorithms we consider are derived from the multimedia algorithms described

earlier. Specifically, we examine two local adaptations: changing the size of instruction window and

changing the number of Active Functional Units which also changes the Issue Width.

Previous local algorithms present the following challenges. First, at the intraphase granularity,

it is difficult to predict the impact of adaptations on performance. The local algorithms considered

in the literature use a variety of heuristics and take a long time to tune the thresholds. For the mul-

timedia algorithms, the authors state that it took weeks of hand tuning. Using the same parameters

as those for the multimedia algorithms, we found that the processor performance degradation for

some phases was as high as 60%. This highly application-dependent nature of local heuristics-based

algorithms makes them less desirable. Nevertheless, we study them here since much of the past

literature on processor adaptation is focused on such algorithms, and we would like to explore the

potential for exploiting variability at multiple time scales in general-purpose applications.

The second challenge for local algorithms arises because of our goal for providing cooperative

adaptation for both processor and memory as in Chapter 3. As mentioned earlier, for ideal co-

operative adaptation, we need to decouple the impact of local processor adaptations from those

of memory. However, directly using some of the heuristics in Sasanka et al. makes this difficult.

Specifically, memory adaptations may slow down memory (i.e., increase memory response time) to

provide energy savings [14]. This could result in reduced utilization of processor resources. Since

some of the heuristics of the local algorithms are directly related to utilization of microarchitectural

resources, this can lead to decreasing the resources. This in turn slows down the processor which
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can result in further reduced memory activity. This can cause the memory to switch further to

an even lower power mode, further reducing memory response time. Hence, an unending loop is

formed, which could lead to a huge performance degradation. To prevent the above performance

degradation loop, we need to modify the algorithm so that the local processor adaptations are not

sensitive to memory latency and its impact on processor resource utilization.

We performed some, but not much, tuning of the local adaptation algorithms to address both

of the above challenges. With the original algorithms, the adaptation interval was 256 cycles. We

found that using an interval of 100 branch instructions instead worked much better. Our inspiration

for this change came from the phase classification method used in the global algorithm, where the

branches and the number of instructions between them form the signature for a phase. This

change limited the performance degradation to within about 15% for all phases of all applications.

Further, it also provided sufficient decoupling for the memory and processor algorithms – changing

the interval from a cycle-based size to an instruction-based size made the thresholds less sensitive

to resource utilization.

2.2.3 Global+Local algorithm

The Global+Local algorithm seeks to exploit both interphase and intraphase variability by com-

bining the global and local algorithms. This combination is very similar to that in the multimedia

work [21]. The Global algorithm performs adaptations at the granularity of a phase interval and

the local algorithms perform adaptations at the granularity of an interval (which in our case is 100

graduating branch instructions).

The Global part performs the profiling and adaptation phases as before, but additionally also

performs local adaptation throughout. Ideally, the global part would now see a lower average energy

for each architecture with little change in the execution time (versus without local adaptations).

As before, the algorithm chooses the lowest energy architectural configuration which can meet the

execution time requirement governed by the available slack. The Global part compensates for any

performance degradations due to the Local algorithms and helps to keep the execution time within

user defined constraints. The Local parts are independent of the Global part except for the fact

that Global establishes a maximum configuration for each resource for the Local algorithms. Any

Local algorithm operates within these maximum resource constraints.
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2.2.4 Overheads

The Global and Global+Local algorithms have a phase detection overhead, profiling overhead, and

adaptation time overhead.

For phase detection we use an architecture similar to the one used in [17]. The space and

time overhead incurred due to the phase detector and classifier has already been discussed in [17].

The phase detection architecture consists of an accumulator with 32 entries. The branch PC is

used to hash into the accumulator table and the corresponding counter entry is incremented by

the total number of instructions executed in between the two successive branches. This is done

every 10M instructions. We also need to save the signatures of all phases for phase classification.

This is done by using a history table which stores the signatures. The hardware structures used

in the accumulator and the history table lead to space overhead. Unlike [17], we choose to keep

the signatures for all phases. For benchmark ammp, 35 phases contribute to 98% of the program

run. Phase detection and classification also has an energy overhead. The energy overhead includes

keeping a count of number of instructions executed between branches. This is done for every

instruction. The other energy overheads are for each phase interval. These include a table lookup

for hashing branch PC and incrementing accumulator entries. Our experiments do not account for

these overheads but they will be negligible in comparison to the energy savings.

The adaptation part also incurs some overhead. Here, the global algorithm is invoked at the

beginning of each phase interval. It needs to predict the phaseID of the next phase interval and

perform a table lookup to find the lowest-energy configuration which meets the performance guar-

antee. The prediction overhead is O(1) in case of both simple and RLE Markov predictors. The

table lookup will require Nconfig number of comparisons in the worst case, where Nconfig is the

total number of architectural configurations. These overheads are incurred every phase interval (10

million instructions) and are negligible.

The local adaptations suffer from hardware overheads. These overheads include the logic for

calculating tags, logic for calculating the maximum possible overlap at the end of the period, a

shifter to compute IPC, and some counters. The local algorithms for changing the number of

functional units require additional hardware circuitry to power on and off the functional units. The

overheads associated with Local algorithms are higher since they are invoked after small intervals
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(100 branch instructions in our work). We model the energy overheads due to these hardware

changes. This has been discussed in more detail in [21].

For all processor algorithms, namely, Global, Local, and Global+Local, we need to calculate the

actual execution time in order to calculate the incurred slack. This is done every 10M instructions

and can be done in hardware.

2.3 Methodology

This section describes the general-purpose processor architecture that we study, along with the

applications and inputs and our simulation infrastructure.

2.3.1 Workload and architectures studied

Our workload consists of seven SPEC2000 CPU benchmarks which are summarized in Table 2.1.

Of these seven benchmarks, mcf, gzip, and twolf are SPECint and ammp, equake, art, and mesa

are the SPECfp CPU benchmarks. This workload consists of applications which are either memory

intensive or computation intensive or both. All these applications have a small initialization phase

which is not representative of the complete program behavior [24]. In our simulation, we fast

forward each benchmark to skip the initialization phase based on the numbers from Sherwood et

al. [24].

The base architecture consists of an out-of-order superscalar processor, and its characteristics

are described in Table 2.2. Several variations of the base architectures are also studied, and are

described in the corresponding sections. We use the RSIM simulator [25] for most of our experi-

mental evaluation. RSIM is a user-level execution-driven simulator that models the processor and

memory in detail including the contention for all resources. The memory model used in RSIM is

the RDRAM memory model. There are a total of eight 256 MB RDRAM chips in our memory con-

figuration. Operating system and I/O functionality is emulated, not simulated. The applications

in the benchmark were compiled using the SPARC SC4.2 compiler.

The base processor studied is similar to MIPS R10000. In our simulations we assume a cen-

tralized instruction window with a unified reorder buffer and issue queue but a separate physical

register file.
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The Wattch tool [26] has been integrated with RSIM for energy measurements. In our simula-

tions, we model this tool with parameters of 0.18-µm technology. To model power for architectural

adaptation, we generate separate power models for each possible architecture, as if each were a

separate processor. We assume that when an architecture other than the base is selected, the

components not available in that architecture are powered down, consuming no energy.

In the base processor we assume a centralized instruction window with a unified reorder buffer

and issue queue but a separate physical register file. We allow adaptations of issue width, the

instruction window, and the number of functional units as in [19]. All of these have significant

impact on the execution time and energy dissipation in the applications we are considering.

Experiments with instruction window adaptation assume eight entry instruction window seg-

ments and that at least two segments must always be active. A smaller instruction window requires

fewer physical registers. Since we model a physical register file separate from the instruction win-

dow, reducing the register file size during execution requires “garbage collecting” register contents.

This is straightforward with global adaptation. We deactivate one integer physical register and

one floating point physical register with each deactivated instruction window entry with global

adaptation. With local adaptation, we do not change the register file size since it would be too

much overhead.

Experiments with functional unit adaptations assume that issue width is equal to the sum of

the functional units and hence changes with the number of functional units. Consequently, when

a functional unit is deactivated, the corresponding instruction selection logic is also deactivated.

Similarly, the corresponding parts of the result bus, the wake up ports of the instruction window,

and ports of the register file are also deactivated.

We assume clock gating for all components of all the processor configurations (adaptive and

nonadaptive). If a component is clock-gated (i.e., not accessed) in a given cycle, we charge 10% of

its maximum power. To fairly represent the state-of-art, we also gate the wake-up logic for empty

and ready entries in the instruction window as proposed in [7]. We assume that the resources

deactivated by our adaptive algorithms do not consume any power. Thus, deactivating an unused

component saves 10% of the maximum power of the component (i.e., the remaining power after

gating).
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We use Local algorithms as described in Section 2.2.2. The threshold values used for var-

ious heuristics are given in Table 2.3. For Global adaptations described in Section 2.2.1 and

Global+Local algorithm described in Section 2.2.3, we evaluate energy savings for user slack of

5%, 10%, and 20% over base execution time. We profile all possible combinations of the following

configurations (54 total): instruction window ∈ {128,96,64,48,32,16}, number of ALUs ∈ {6,4,2}

and number of FPUs ∈ {4,2,1}. This set of 54 architectural configurations is denoted as G54.

In order to reduce the profiling effort we also run simulations where we reduce the number

of the architectural configurations from G54 to a much smaller set. Since SPECInt and SPECfp

benchmarks behave differently in terms of the requirements of functional units, we have two different

reduced sets of architectural configurations. These sets of architectural configurations are referred

to as Gi and Gf for SPECint and SPECfp benchmarks, respectively. The Gi and Gf configurations

are given in Tables 2.4 and 2.5, respectively.

The rationale behind obtaining the reduced set of architectural configurations Gi and Gf is as

follows:

• SPECInt benchmarks only have integer operations so we do not need more than one FP unit.

Hence, we do not consider architectural configurations with 2 or 4 FPUs in the Gi set.

• For SPECfp benchmarks, the dominant form of computation is due to floating point opera-

tions. Hence, we do not consider architectural configurations with 6 ALUs in Gf set.

• The simulation results show that adjacent instruction window sizes, say 32 and 16, with the

same number of functional units are quite close to each other in terms of energy consumed.

Hence, we first consider the instruction window set {128,64,32}. Since the base processor is a

dynamic, out-of-order execution processor, we would like to have a larger instruction window

if more functional units are available. This helps in increasing or decreasing the instruction

window size by 16 for each configuration depending on the availability of functional units.

Since the applications take an extremely long time to run, we perform the following approxima-

tion. We first collect a trace of the phase behavior of all the applications for their entire length. For

each experiment, we simulate the application long enough to ensure that we collect the necessary
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profiling data for each phase, and subsequently, each phase occurs at least ten times for adaptation1

(This part alone takes a month for ammp.). The execution times and energy across these last 10

occurrences of each phase are averaged to give the phase execution time and energy. This average

value is then fed into the phase trace initially collected to determine the energy and execution time

of the entire application for that experiment. In the results reported, energy is reported for all

phases except minor phases. We do not include the energy consumed by the program when it is

executing in a minor phase. Minor phases contribute towards less than 2% of program run for

most of the applications except gzip where they contribute towards 20% of the program run. For

the application gzip, the minor phases constitute 20% of the program run for the input, webserver

log, which we use in our simulations. For other inputs, minor phases contribute to about 5% of

program run.

2.4 Results

We evaluate six different processor architectures :

• Base: This is the default nonadaptive architecture.

• Global: This is the Base architecture enhanced with global adaptations using the complete

set of architectural configuration, i.e., (G54) as described in the previous section.

• Reduced Global: This is the Base architecture enhanced with global adaptations using

the reduced set of architectural configuration, i.e., (Gi/Gf ) as described in the methodology

section.

• Local: The Base architecture enhanced with local adaptations which adapt the instruction

window and the functional units as described in the previous section.

• Global+Local: This is the Base architecture enhanced with joint Global+Local adaptations

where the processor architectural configuration set is G54.

• Reduced Global+Local: This is the Base architecture enhanced with joint Global+Local

adaptations where the processor architectural configuration set is G54.

1If the same phase occurs too often through this run, it is fast forwarded, while ensuring that the simulation is

adequately warmed up for the next phase that needs to be measured.
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Section 2.4.1 presents the energy consumption. Section 2.4.2 presents the architectural config-

urations selected for the five longest occurring phases of each application by the algorithm. Sec-

tion 2.4.3 presents the performance degradation incurred by different applications. Section 2.4.4

presents an overall analysis. Section 2.4.5 presents a comparison between different processor algo-

rithms. Section 2.4.6 presents the comparison between the architectural sets, G54 and Gi/Gf .

2.4.1 Energy consumption

Figures 2.1 and 2.2 show the processor energy consumption with perfect and simple predictors,

respectively, for systems with processor architectures Global, Global+Local, and Local normalized

to base. The RLE Markov predictor provides only a small improvement in energy savings compared

to the simple predictor, but is much more complex. We therefore omit detailed results for that

predictor.

Each bar in the figure also shows the (normalized) energy distribution among the different

processor components – instruction window (IW), ALU, FPU, and the rest of the processor. Table

2.6 summarizes the data in Figures 2.1 and 2.2– for each algorithm pair, it shows the average

(overall applications), minimum, and maximum energy savings for each user slack and predictor

type. When comparing with Local, we do not include points where Local fails to meet the targeted

performance slack (Global and Global+Local always meet the target).

2.4.2 Configurations used

Tables 2.7 and 2.8 show the architectural configuration chosen by the Global and Global + Local

architectures, respectively.

As can be seen from the tables, as we increase user slack from 5% to 20%, both Global and

Global+Local algorithms tend to choose much simpler architectural configuration. However, two

exceptions are mcf and art. These applications are memory intensive and very small user slacks

are enough to adapt to simple optimal configurations.

Table 2.9 presents the mean instruction window size and the average number of functional units

chosen by the local adaptation algorithms for the top five phases of each application. As can be

seen from the table, the local adaptations are able to successfully turn off the floating point unit

for integer benchmarks, gzip, mcf, and twolf. Local algorithms are invoked at the granularity of an
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interval. Table 2.9 also gives the basic interval information for an interval at which local algorithms

are invoked. We present the total number of instructions and processor cycles in each interval. We

also present the standard deviation of the IPC of the interval as a percentage of the IPC of the

phase interval.

2.4.3 Performance degradation

Table 2.10 shows the performance degradation for each case for both the perfect(P) and simple(S)

predictors

2.4.4 Overall analysis

The data in Sections 2.4.1 and 2.4.3 illustrates the following high-level results.

• All of the processor adaptation algorithms give significant energy savings over the base case

for all slack values.

• For each benchmark, slack value, and predictor, the performance degradation for Global and

Global+Local is within the allowed value. For Local, there are some cases with 5% slack

where the performance degradation exceeds the target. This is to be expected since Local

does not use any tight performance guarantee algorithm. (The reason the degradation is not

much worse is because we hand-tuned the algorithm.) When comparing Local with the other

algorithms below, we do not consider the points where its performance degradation exceeds

the user specified slack since these are unacceptable points.

• For Global and Global+Local, increasing the slack increases the energy savings for some, but

not all, benchmarks.

• Comparing the different algorithms, we find that for each slack value and predictor, the

combined Global+Local algorithm uses the least energy or close to the least energy (within

6% of the best). Global+Local provides significant benefits over Global alone and Local

alone for several applications. These results are consistent with those previously reported for

multimedia applications [19].
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• Comparing the two predictors, we find that the simple predictor performs remarkably close

to the perfect predictor for most of the applications except art. In terms of absolute savings,

Global+Local is within 4% for mcf, mesa, gzip, ammp, equake, and twolf .

2.4.5 Detailed analysis

Global vs. Base: Global always gives substantial energy savings over the base. The average

energy savings increase from 42% to 50% as we increase the slack from 5% to 20%. For multimedia

applications, the average energy savings of global algorithms over base are 44% and 21% for high

and low user slacks, repectively. For some benchmarks, increasing slack does not increase energy

savings substantially. For example, mcf and art are memory intensive benchmarks with a very low

IPC and use lower configurations even with the 5% slack case; increasing slack does not change the

architectural configuration. On the other hand, for other applications, increasing slack does buy

significant energy benefits. For example, for equake, increasing slack from 10% to 20% improves the

energy savings over base from 45% to 52%. This indicates that the trade-off between energy and

slack should be made in an application specific way, and is an important direction for future work.

Overall, we find that for most applications, Global is able to exploit the majority of the available

slack (Table 2.10).

Finally, we note that the architectural configurations chosen by Global do differ among different

phases for some, though not all, applications for 20% slack. This indicates it is beneficial to

exploit phase-level variability and perform interphase adaptation (as opposed to choosing a single

configuration for the entire application).

Local vs. Base: Local gives substantial energy savings over the base. The average savings

is about 43%, ranging from about 23% for ammp to 69% for mcf. The energy savings obtained

for the multimedia applications using the local algorithms was about 29% [19]. Table 2.9 shows

that there is significant variability in IPC across local adaptation intervals within a given phase,

indicating the potential for local adaptation even over the relatively large intervals that we chose.

Nevertheless, as can be seen from Table 2.9, for some applications, the local algorithms are not

able to reduce the Instruction window size (e.g., equake).

Global vs. Local: On average, Global uses less energy than Local for higher slack like 10%

and 20%. Global can exploit the extra slack to slow the processor down by choosing simpler
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configurations whereas Local seeks to maintain base performance. For low slack, Global does not

have this advantage and Local often does better because it can exploit short-term variability and,

for some applications, it has higher program coverage as discussed in Section 2.3 (e.g., gzip). In

some cases, Local also does better at higher slack for two reasons in addition to its higher coverage.

First, Local has the ability to shut off all floating point units while Global cannot do so (e.g., for

mcf and gzip). Second, for cases such as mcf, as discussed above, Global cannot exploit further

slack and so loses its advantage over Local.

Global+Local vs. Others: Global+Local saves more energy or is within 6% of the best

algorithm for all cases. This is because the combined algorithm gets the advantages of both Global

and Local discussed above. Compared to both Global alone and Local alone, Global+Local sees

significant benefits for several applications; e.g., 7% more savings than Global alone for gzip and

22% more savings than Local alone for equake.

In some cases with 5% user slack, Global+Local does worse (within 6%) than Global (e.g.,

gzip,mesa and equake). In these cases, for some phases, the Local adaptations cause more than 5%

performance degradation and so the Global+Local algorithm is forced to use the base configuration.

The Global algorithm in contrast can judiciously use slightly simpler configurations which use less

than 5% slack (the Global+Local algorithm does not have a choice of these configurations because

its profiling happens with Local adaptations always turned on).

2.4.6 Results for reduced architectural configuration set

In this section, we present the results for profiling with reduced architectural set Gi/Gf . Since we

are interested only in the relative energy savings we present results only for perfect predictor.

Figure 2.3 shows the total processor energy consumption for systems with processor architec-

ture Global and Reduced Global normalized to Base processor energy for an perfect predictor.

Figure 2.4 shows the total processor energy consumption for systems with processor architectures

Global+Local and Reduced Global+Local normalized to Base for a system with perfect predictor.

Table 2.11 presents the energy savings averaged over all applications for Reduced Global and Re-

duced Global+Local architectures. As can be seen from the table, the Reduced Global processor

architecture gives on an average 14% less energy savings than the Global architecture. The energy

savings gap is reduced for Reduced Global+Local architecture where Reduced Global+Local gives on
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an average 4% less energy savings than Reduced Global+Local. This is due to the ability of Local

algorithms to exploit the variability in the usage of microarchitectural resources.

Tables 2.12 and 2.13 show the average instruction window size and the mean number of func-

tional units used by the five longest phases of each application by the Global and Global+Local

algorithms for Gi/Gf architectural set, respectively. In case of Gi/Gf set of architectural configu-

rations, we do get substantial energy savings with respect to Base processor architecture; however,

we do not see much variation in the architectural configurations as we increase the user slack from

5% to 20%. This is because the spatial granularity is too coarse.

2.5 Figures and Tables

Table 2.1 Workload description.

Benchmarks
SPECInt SPECfp

gzip ammp
mcf equake
twolf art

mesa
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Table 2.2 Base system parameters.

Base Processor Parameters
Processor speed 1 GHz

Fetch/Retire rate 6 per cycle
Functional units 6 Int, 4 FP, 2 Add. gen.

Integer FU latencies 1/7/12 add/multiply/
divide(pipelines)

FP FU latencies 4 default, 12 div.
(all but div pipelined)

Instruction window 128 entries
(reorder buffer) size

Register file size 192 integer and 192 FP
Memory queue size 32 entries
Branch prediction 2 KB bimodal agree,

32 entry RAS
Base Memory Hierarchy Parameters

L1 (Data) 64 KB, 2-way associative,
64 line, 2 ports, 12 MSHRs

L2 (Instr) 32 KB, 2-way associative
L2(Unified) 1 MB, 4-way associative,

64 B line, 1 port, 12 MSHRs
Main Memory 16 B/cycle, 4-way interleaved
Base Contentionless Memory Latencies

L1(Data) hit time (on-chip) 2 cycles
L2 hit time (off-chip) 20 cycles

Table 2.3 The thresholds used for Local algorithms.

Threshold Description Thresholds
Used

iw1 Maximum stall cycles from shrunken 20
instruction window

iw2 Maximum instructions issued from 10
youngest instruction window segment

alu1 Minimum cycles all ALUs utilized 250
alu2 Maximum number of ALU issue hazards 50
fpu1 Minimum cycles all FPUs utilized 250
fpu2 Maximum number of FPU issue hazards 100
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Table 2.4 Reduced set of architectural configurations for SPECInt: Size of instruction window
(IW), number of ALUs (A), and number of FPUs (F).

Gint

Config ID IW A F
0 128 6 4
1 128 6 1
5 128 4 1
11 96 2 1
17 96 2 1
23 64 4 1
29 48 6 1
35 48 2 1
41 32 4 1
44 32 2 1

Table 2.5 Reduced set of architectural configurations for SPECfp: Size of instruction window
(IW), number of ALUs (A), and number of FPUs (F).

Gfp

Config ID IW A F
0 128 6 4
3 128 4 4
4 128 4 2
6 128 2 4
12 96 4 4
16 96 2 2
22 64 4 2
24 64 2 4
30 48 4 4
34 48 2 2
40 32 4 2
42 32 2 4
52 16 2 2

Table 2.6 Relative processor energy savings (%) for each algorithm pair (G: Global; L: Local;
G+L: Global+Local) for all user slack and predictors, averaged over all applications for different
predictor types (S: simple, P: Perfect). Minimum and maximum savings are given in brackets. For
comparisons with Local, we do not include points where Local fails to meet the target slack; these
are indicated in bold.

Savings Relative Slack (Predictor Type)
from to 5% (P) 5% (S) 10% (P) 10% (S) 20% (P) 20% (S)

G+L Base 46 [27, 68] 39 [26, 67] 51 [35, 68] 49 [35, 67] 54 [43, 69] 52 [42, 68]
G Local -3 [-29, 16] -12 [-42, 12] 2 [-25, 17] -5 [-36, 14] 8 [-25, 27] 0 [-36, 22]
G+L G 8 [-5, 20] 10 [-3, 25] 10 [0, 17] 11 [2, 22] 10 [2, 21] 10 [2, 24]
G+L L 10[-3, 11] 6 [-6, 22] 12 [-3, 30] 8 [-6, 23] 10 [0, 30] 11 [-3, 25]
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Figure 2.1 Processor energy con-
sumption (normalized to base) for the
processors capable of Global, Local,
and Joint Global +Local adaptations
with perfect predictor.
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Figure 2.2 Processor energy con-
sumption (normalized to base) for the
processors capable of Global, Local,
and Joint Global +Local adaptations
with simple predictor.
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Table 2.7 Instruction window size and number of ALUs and FPUs for the five most occurring
phases of each application for Global adaptations.

mcf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
45 26 16 2 1 16 2 1 16 2 1
11 18 16 2 1 16 2 1 16 2 1
9 11 48 2 1 48 2 1 48 2 1
10 10 64 2 1 64 2 1 64 2 1
33 9 48 2 1 48 2 1 48 2 1

gzip-log
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
31 22 48 4 2 48 4 2 64 2 1
54 20 48 4 1 48 4 1 32 2 1
8 17 32 4 1 16 2 1 16 2 1
13 17 64 6 1 64 4 1 32 4 1
57 9 64 6 1 64 4 1 32 4 1

twolf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 57 64 4 1 64 2 1 32 2 1
8 43 96 4 1 48 4 1 32 2 1

ammp
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
9 25 96 2 1 64 2 2 64 2 1
10 18 64 6 1 64 6 1 64 6 1
14 10 48 2 2 48 2 2 48 2 2
24 9 96 2 2 96 2 2 64 2 4
13 8 96 2 2 96 2 2 64 2 1

equake
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 36 96 2 1 96 2 1 48 2 1

140 5 96 2 2 96 2 1 48 2 1
138 5 96 2 1 96 2 1 48 2 1
13 4 96 2 1 96 2 1 64 4 1
141 4 128 2 1 96 2 1 48 2 1

art-110
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
11 37 32 2 1 32 2 1 32 2 1
12 12 48 2 1 48 2 1 48 2 1
15 11 32 4 1 32 4 1 32 4 1
14 11 32 2 1 32 2 1 32 2 1
17 6 96 2 2 96 2 1 96 2 1

mesa
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
2 79 96 2 1 48 4 2 48 2 1
1 11 96 2 1 64 6 2 48 2 2
21 4 64 4 2 64 2 1 32 2 1
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Table 2.8 Instruction window size and number of ALUs and FPUs for the five most occurring
phases of each application for Global + Local adaptations.

mcf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
45 26 16.00 1.74 0.00 16.00 1.74 0.00 16.00 1.44 0.00
11 18 16.00 1.43 0.00 16.00 1.43 0.00 16.00 1.43 0.00
9 11 41.99 1.51 0.00 31.78 1.54 0.00 16.00 1.44 0.00
10 10 31.83 1.48 0.00 31.85 1.43 0.00 16.00 1.42 0.00
33 9 22.04 2.18 0.00 22.04 2.18 0.00 22.04 2.18 0.00

gzip-log
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
31 22 60.79 2.84 0.00 40.22 2.84 0.00 30.76 2.52 0.00
54 20 65.58 2.37 0.00 40.03 2.19 0.00 30.93 2.12 0.00
8 17 16 1.89 0.02 16.00 1.66 0.00 16.00 1.66 0.00
13 17 128 6 4 49.28 2.98 0.00 40.33 2.99 0.00
57 9 65.03 2.86 0.00 52.67 2.68 0.00 30.97 2.63 0.00

twolf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 57 43.74 2.53 0.73 31.10 2.57 0.73 30.95 1.81 0.67
8 43 63.53 2.43 0.33 47.81 2.57 0.71 29.86 1,99 0.47

ammp
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
9 25 93.01 1.00 0.94 63.02 1.53 0.87 63.02 1.53 0.87
10 18 63.24 2.67 0.87 63.24 2.67 0.87 31.87 2.46 0.81
14 10 47.51 1.80 1.27 47.51 1.80 1.27 47.51 1.80 1.27
24 9 95.91 1.30 0.98 95.91 1.30 0.98 95.91 1.30 0.98
13 8 93.83 1.76 1.35 93.83 1.76 1.35 31.68 1.00 1.43

equake
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 36 128.00 1.43 1.00 96.00 1.60 0.95 64.00 1.61 1.00

140 5 96.00 1.46 1.76 96.00 1.47 1.00 96.00 1.47 1.00
138 5 96.00 1.45 1.00 96.00 1.45 1.00 48.00 1.47 1.00
13 4 128.00 1.46 1.00 96.00 1.54 1.00 64.00 1.65 1.00
141 4 128.00 1.07 0.94 128.00 1.07 0.94 48.00 1.06 0.94

art-110
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
11 37 96.00 1.30 0.98 96.00 1.30 0.98 96.00 1.30 0.98
12 12 16.00 1.04 0.98 16.00 1.04 0.98 16.00 1.04 0.98
15 11 32.00 1.74 0.99 32.00 1.74 0.99 32.00 1.74 0.99
14 11 48.00 1.27 0.96 48.00 1.27 0.96 48.00 1.27 0.96
17 6 47.97 1.65 0.97 47.97 1.65 0.97 47.97 1.65 0.97

mesa
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
2 79 93.40 3.56 1.27 94.60 3.48 0.99 32.00 1.70 1.15
1 11 128 6 4 95.22 3.54 1.24 48.00 3.11 1.24
21 4 105.26 3.69 1.00 48.00 1.82 1.14 32.00 1.77 1.12
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Table 2.9 Mean instruction window size(IW), number of FPUs(F), and ALUs(A) interval informa-
tion (mean adaptation interval and standard deviation of IPC) for the five most occurring phases
of each application for local adaptation.

mcf
PhaseID % IPC Interval Information IW A F

Stdev Grads Cycles
45 26 0.05 140% 440 2976 16.75 2.12 0.00
11 18 0.16 174% 413 2733 63.99 1.48 0.00
9 11 0.15 154% 416 2937 56.65 1.49 0.00
10 10 0.16 160% 422 2922 57.57 1.51 0.00
33 9 0.15 52% 435 7965 18.51 2.07 0.00

gzip-log
PhaseID % IPC Interval Information IW A F

Stdev Grads Cycles
31 22 1.69 43% 531 344 61.05 2.87 0.00
54 20 1.51 48% 497 360 46.54 2.92 0.00
8 17 1.60 41% 656 441 46.01 3.06 0.00
13 17 2.17 31% 580 301 47.28 3.12 0.00
57 9 1.62 44% 501 337 54.91 2.92 0.00

twolf
PhaseID % IPC Interval Information IW A F

Stdev Grads Cycles
0 57 1.22 31.41% 668 588 56.27 2.78 0.70
8 43 1.45 53.63% 768 645 95.40 3.28 0.81

ammp
PhaseID % IPC Interval Information IW A F

Stdev Grads Cycles
9 25 1.45 34% 1066 743 119.68 2.44 2.61
10 18 1.06 43% 1045 979 123.19 2.41 2.37
14 10 1.20 33% 882 543 117.47 2.54 2.48
24 9 1.58 57% 1575 1886 127.77 2.99 3.00
13 8 1.11 35% 957 720 119.50 2.49 2.46

equake
PhaseID % IPC Interval Information IW A F

Stdev Grads Cycles
0 36 0.49 4% 9517 19072 128.00 1.64 3.88

140 5 0.55 21% 3371 6100 128.00 1.45 3.03
138 5 0.58 18% 2482 4292 128.00 1.45 2.37
13 4 0.54 24% 6701 12429 128.00 1.63 3.76
141 4 0.59 24% 2619 4441 128.00 1.67 2.16

art-110
PhaseID % IPC Interval Information IW A F

Stdev Grads Cycles
11 37 0.48 72% 766 1626 125.97 1.40 1.00
12 12 0.40 79% 803 1997 126.99 1.41 0.99
15 11 0.56 66% 655 1177 127.98 1.72 0.97
14 11 0.47 69% 714 1505 127.99 1.52 0.98
17 6 0.66 66% 654 1004 126.19 1.70 0.99

mesa
PhaseID % IPC Interval Information IW A F

Stdev Grads Cycles
2 79 1.73 27% 965 587 94.76 3.54 1.35
1 11 1.81 26% 971 570 107.85 3.49 1.45
21 4 1.74 23% 927 535 100.01 3.54 1.19
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Table 2.10 Percentage performance degradation, relative to the nonadaptive base architecture for
each algorithm, slack, and predictor type (S: simple, P: Perfect).

Global Global+Local Local
Slack 5% 5% 10% 10% 20% 20% 5% 5% 10 % 10% 20% 20%
Predictor P S P S P S P S P S P S
mcf 3 5 5 7 6 8 4 4 5 5 10 7 3
gzip 3 4 6 6 16 13 3 2 9 6 15 12 6
twolf 4 4 9 9 18 18 5 5 9 9 19 19 5
ammp 3 5 7 10 13 15 4 5 7 8 16 17 2
equake 3 4 4 5 17 17 4 3 6 7 18 19 3
art 3 3 3 4 3 4 4 4 4 5 4 5 3
mesa 1 3 9 9 19 19 4 3 9 7 19 13 6

Table 2.11 Relative energy savings (%) for different processor architecture pairs and user slacks
averaged over all applications.

Savings from Relative to Slack
5% 10% 20%

Reduced G Base 35 [18, 59] 39 [30, 60] 45 [40, 60]
G Reduced G 15 [0, 63] 13 [2, 60] 9 [0, 15]
Reduced G+L Base 44 [23, 68] 48 [31, 68] 53 [43, 68]
G+L Reduced G+L 3 [0, 5] 5 [0, 10] 4 [0, 8]

29



���������������������
���������� ���������������

���������� ����������
�������������������������������������� 	�	�	�		�	�	�		�	�	�	


�
�
�

�
�
�
������������������������






��

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 mcf

 E
ne

rg
y 

C
on

su
m

pt
io

n 

G

40

G_i

41

G

39

G_i

40

G

39

G_i

40

5% 10% 20%

Others FPU ALU IW

���������������������
�������������� ����������

���������������
���������������������� ����������������������

���
�

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 gzip

 E
ne

rg
y 

C
on

su
m

pt
io

n 

G

62

G_i

68

G

59

G_i

60

G

55

G_i

56

5% 10% 20%

Others FPU ALU IW

������������������������  � �  � � !�!�! "�"�""�"�"#�#�#$�$�$�$
$�$�$�$%�%�%�%

&�&�&�&&�&�&�&'�'�'�''�'�'�'(�(�(�((�(�(�()�)�))�)�)

**+
+

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 twolf

 E
ne

rg
y 

C
on

su
m

pt
io

n 

G

67

G_i

67

G

58

G_i

61

G

52

G_i

52

5% 10% 20%

Others FPU ALU IW

,�,�,�,,�,�,�,,�,�,�,,�,�,�,,�,�,�,

-�-�-�--�-�-�--�-�-�--�-�-�--�-�-�-

.�.�..�.�..�.�..�.�..�.�..�.�.

/�/�//�/�//�/�//�/�//�/�//�/�/

0�0�00�0�00�0�00�0�00�0�0

1�1�11�1�11�1�11�1�11�1�1

2�2�2�22�2�2�22�2�2�22�2�2�22�2�2�22�2�2�22�2�2�2

3�3�33�3�33�3�33�3�33�3�33�3�3

4�4�44�4�44�4�44�4�4
5�5�55�5�55�5�55�5�5
6�6�6�66�6�6�66�6�6�66�6�6�66�6�6�66�6�6�6

7�7�77�7�77�7�77�7�77�7�77�7�7

889
9

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 ammp

 E
ne

rg
y 

C
on

su
m

pt
io

n 

G

65

G_f

69

G

64

G_f

68

G

59

G_f

65

5% 10% 20%

Others FPU ALU IW

:�:�:�::�:�:�::�:�:�:
;�;�;;�;�;;�;�; <�<�<<�<�<<�<�<<�<�<

=�=�==�=�==�=�==�=�=
>�>�>>�>�>>�>�>>�>�>
?�?�??�?�??�?�? @�@�@@�@�@@�@�@@�@�@@�@�@

A�A�AA�A�AA�A�AA�A�A
B�B�B�BB�B�B�BB�B�B�B
C�C�CC�C�CC�C�CD�D�D�DD�D�D�DD�D�D�DD�D�D�D
E�E�E�EE�E�E�EE�E�E�EE�E�E�E

FFG
G

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 equake

 E
ne

rg
y 

C
on

su
m

pt
io

n 

G

56

G_f

65

G

55

G_f

61

G

48

G_f

55

5% 10% 20%

Others FPU ALU IW

H�H�H�HH�H�H�HH�H�H�H
I�I�I�II�I�I�II�I�I�I J�J�JJ�J�JJ�J�JJ�J�J

K�K�KK�K�KK�K�KK�K�K

L�L�LL�L�LL�L�L
M�M�MM�M�MM�M�M N�N�NN�N�NN�N�NN�N�N

O�O�OO�O�OO�O�OO�O�O

P�P�P�PP�P�P�PP�P�P�P
Q�Q�QQ�Q�QQ�Q�QR�R�R�RR�R�R�RR�R�R�RR�R�R�R
S�S�S�SS�S�S�SS�S�S�SS�S�S�S

TTU
U

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 art

 E
ne

rg
y 

C
on

su
m

pt
io

n 

G

43

G_f

70

G

42

G_f

67

G

42

G_f

55

5% 10% 20%

Others FPU ALU IW

V�V�V�VV�V�V�VV�V�V�V
W�W�W�WW�W�W�WW�W�W�W X�X�XX�X�XX�X�XX�X�X

Y�Y�YY�Y�YY�Y�YY�Y�Y

Z�Z�ZZ�Z�ZZ�Z�ZZ�Z�ZZ�Z�Z

[�[�[[�[�[[�[�[[�[�[\�\�\�\\�\�\�\\�\�\�\
]�]�]]�]�]]�]�]

^�^�^�^^�^�^�^^�^�^�^
_�_�__�_�__�_�_
`�`�`�``�`�`�``�`�`�``�`�`�`
a�a�aa�a�aa�a�aa�a�a

bbc
c

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 mesa

 E
ne

rg
y 

C
on

su
m

pt
io

n 

G

74

G_f

82

G

65

G_f

70

G

57

G_f

60

5% 10% 20%

Others FPU ALU IW

Figure 2.3 Processor energy consumption (normalized to base) for the processors capable of Global
adaptations with G54 and Gi/Gf architectural configuration sets.

30



�������������� �������������� ������������������ ��������������	�	�	�	�	


�

�
�
�

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 mcf

 E
ne

rg
y 

C
on

su
m

pt
io

n 

L+G

32

L+G_i

32

L+G

32

L+G_i

32

L+G

31

L+G_i

32

5% 10% 20%

Others FPU ALU IW

���������������������

�
�
�

�
�
�
 ����������������������������

�������
�

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 gzip

 E
ne

rg
y 

C
on

su
m

pt
io

n 

L+G

62

L+G_i

65

L+G

50

L+G_i

53

L+G

48

L+G_i

50

5% 10% 20%

Others FPU ALU IW

�������������� �������������� ������������������
����������������������� ��������������������������������

�������
�

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 twolf

 E
ne

rg
y 

C
on

su
m

pt
io

n 

L+G

56

L+G_i

56

L+G

54

L+G_i

56

L+G

53

L+G_i

53

5% 10% 20%

Others FPU ALU IW

 � � �  � � �  � � �  � � � 
!�!�!�!!�!�!�!!�!�!�!!�!�!�!

"�"�"�""�"�"�""�"�"�""�"�"�"
#�#�#�##�#�#�##�#�#�##�#�#�#

$�$�$�$�$$�$�$�$�$$�$�$�$�$$�$�$�$�$
%�%�%�%%�%�%�%%�%�%�%%�%�%�%

&�&�&�&&�&�&�&&�&�&�&&�&�&�&
'�'�'�''�'�'�''�'�'�''�'�'�'

(�(�(�(�((�(�(�(�((�(�(�(�((�(�(�(�(
)�)�)�)�))�)�)�)�))�)�)�)�))�)�)�)�)

*�*�*�**�*�*�**�*�*�**�*�*�**�*�*�*

+�+�+�++�+�+�++�+�+�++�+�+�+

,�,,�,-
-

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 ammp

 E
ne

rg
y 

C
on

su
m

pt
io

n 

L+G

58

L+G_f

60

L+G

57

L+G_f

59

L+G

52

L+G_f

56

5% 10% 20%

Others FPU ALU IW

.�.�.�..�.�.�..�.�.�..�.�.�.
/�/�/�//�/�/�//�/�/�/ 0�0�0�00�0�0�00�0�0�0

1�1�1�11�1�1�11�1�1�1
2�2�2�2�22�2�2�2�22�2�2�2�2
3�3�3�33�3�3�33�3�3�3

4�4�4�4�44�4�4�4�44�4�4�4�44�4�4�4�4
5�5�5�55�5�5�55�5�5�55�5�5�5

6�6�6�66�6�6�66�6�6�6
7�7�7�77�7�7�77�7�7�7

8�8�8�8�88�8�8�8�88�8�8�8�88�8�8�8�8
9�9�9�9�99�9�9�9�99�9�9�9�99�9�9�9�9

:�::�:
:�:
;;

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 equake

 E
ne

rg
y 

C
on

su
m

pt
io

n 

L+G

59

L+G_f

63

L+G

54

L+G_f

60

L+G

47

L+G_f

54

5% 10% 20%

Others FPU ALU IW

<�<�<�<<�<�<�<=�=�=�==�=�=�= >�>�>�>>�>�>�>
?�?�?�??�?�?�? @�@�@�@�@@�@�@�@�@

A�A�A�AA�A�A�A B�B�B�BB�B�B�B
C�C�C�CC�C�C�C D�D�D�D�DD�D�D�D�D

E�E�E�E�EE�E�E�E�E F�F�F�FF�F�F�F
G�G�G�GG�G�G�G

H�HH�HI
I

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 art

 E
ne

rg
y 

C
on

su
m

pt
io

n 

L+G

34

L+G_f

36

L+G

33

L+G_f

36

L+G

33

L+G_f

33

5% 10% 20%

Others FPU ALU IW

J�J�J�JJ�J�J�JJ�J�J�JJ�J�J�J
K�K�K�KK�K�K�KK�K�K�K

L�L�L�LL�L�L�LL�L�L�LL�L�L�LL�L�L�L
M�M�M�MM�M�M�MM�M�M�M

N�N�N�N�NN�N�N�N�NN�N�N�N�N
O�O�O�OO�O�O�OO�O�O�OP�P�P�P�PP�P�P�P�PP�P�P�P�P

Q�Q�Q�QQ�Q�Q�QQ�Q�Q�Q

R�R�R�RR�R�R�RR�R�R�R
S�S�S�SS�S�S�SS�S�S�S

T�T�T�T�TT�T�T�T�TT�T�T�T�T
U�U�U�U�UU�U�U�U�UU�U�U�U�U

V�VV�VW
W

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0

 mesa

 E
ne

rg
y 

C
on

su
m

pt
io

n 

L+G

74

L+G_f

77

L+G

65

L+G_f

69

L+G

57

L+G_f

57

5% 10% 20%

Others FPU ALU IW

Figure 2.4 Total processor energy consumption (normalized to base) for the processors capable of
Global + Local adaptations for architectural sets G54 and Gi/Gf .
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Table 2.12 Instruction window size and number of ALUs and FPUs for the five most occurring
phases of each application for Global adaptations with reduced profiling.

mcf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
45 26 32 2 1 32 2 1 32 2 1
11 18 32 2 1 32 2 1 32 2 1
9 11 48 2 1 48 2 1 48 2 1
10 10 48 2 1 32 2 1 32 2 1
33 9 48 2 1 48 2 1 48 2 1

gzip-log
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
31 22 128 4 1 64 4 1 64 4 1
54 20 64 4 1 64 4 1 32 2 1
8 17 32 4 1 32 2 1 32 2 1
13 17 128 4 1 64 4 1 32 4 1
57 9 128 4 1 64 4 1 32 4 1

twolf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 57 64 4 1 64 4 1 32 2 1
8 43 128 4 1 64 4 1 32 2 1

ammp
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
9 25 96 2 2 96 2 2 96 2 2
10 18 96 2 2 96 2 2 96 2 2
14 10 48 2 2 48 2 2 48 2 2
24 9 96 2 2 96 2 2 96 2 2
13 8 96 2 2 96 2 2 48 2 2

equake
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 36 96 2 2 96 2 2 48 2 2

140 5 96 2 2 96 2 2 96 2 2
138 5 96 2 2 96 2 2 48 2 2
13 4 96 2 2 96 2 2 64 4 2
141 4 128 4 2 96 2 2 96 2 2

art-110
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
11 37 48 2 2 48 2 2 16 2 2
12 12 48 2 2 48 2 2 48 2 2
15 11 128 4 2 48 2 2 48 2 2
14 11 48 2 2 48 2 2 48 2 2
17 6 96 2 2 96 2 2 96 2 2

mesa
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
2 79 96 4 4 64 4 2 48 2 2
1 11 128 4 2 128 4 2 48 2 2
21 4 64 4 2 64 4 2 48 2 2
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Table 2.13 Instruction window size and number of ALUs and FPUs for the five most occurring
phases of each application for Global+Local adaptations with reduced profiling.

mcf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
45 26 22.22 1.73 0.00 22.22 1.73 0.00 22.22 1.73 0.00
11 18 45.91 1.67 0.00 45.91 1.67 0.00 45.91 1.67 0.00
9 11 41.99 1.51 0.00 31.78 1.54 0.00 31.78 1.54 0.00
10 10 31.85 1.51 0.00 31.85 1.43 0.00 31.85 1.51 0.00
33 9 22.22 1.73 0.00 20.35 1.71 0.00 20.35 1.71 0.00

gzip-log
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
31 22 60.79 2.84 0.00 60.79 2.84 0.00 40.14 2.83 0.00
54 20 55.46 2.29 0.00 40.03 2.19 0.00 40.03 2.57 0.00
8 17 35.16 1.38 0.00 35.16 1.38 0.00 35.16 1.38 0.00
13 17 128 6 4 53.41 2.83 0.00 39.33 3.09 0.00
57 9 128 6 4 68.38 2.64 0.00 40.26 2.57 0.00

twolf
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 53 43.72 2.38 0.73 43.72 2.58 0.73 30.95 1.81 0.67
8 47 74.72 2.14 0.53 54.72 3.14 0.53 29.86 1.99 0.47

ammp
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
9 25 120.82 2.62 0.99 120.82 2.62 0.99 120.82 2.62 0.99
10 18 94.97 1.75 1.41 63.35 1.18 1.41 31.87 2.46 0.81
14 10 47.51 1.80 1.27 47.51 1.80 1.27 47.51 1.80 1.27
24 9 95.91 1.30 0.98 95.91 1.30 0.98 95.91 1.30 0.98
13 8 93.83 1.76 1.35 93.83 1.76 1.35 31.68 1.00 1.43

equake
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
0 36 128.00 1.76 2.14 96.00 1.53 1.96 96.00 1.53 1.96

140 5 96.00 1.47 1.76 96.00 1.47 1.76 96.00 1.47 1.76
138 5 96.00 1.41 1.63 96.00 1.41 1.63 48.00 1.49 2.15
13 4 96.00 1.56 1.92 96.00 1.56 1.92 96.00 1.56 1.92
141 4 128.00 1.07 1.22 128.00 1.07 1.22 128.00 1.07 1.22

art-110
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
11 37 95.66 1.41 1.00 95.66 1.41 1.00 16.00 1.55 0.97
12 12 32.00 1.35 0.97 32.00 1.35 0.97 32.00 1.35 0.97
15 11 32.00 1.32 0.96 32.00 1.32 0.96 32.00 1.32 0.96
14 11 44.43 1.07 1.00 44.43 1.07 1.00 44.43 1.07 1.00
17 6 47.97 1.65 0.97 47.97 1.65 0.97 47.97 1.65 0.97

mesa
PhaseID % Slack 5% Slack 10% Slack 20%

IW A F IW A F IW A F
2 79 93.40 3.56 1.27 92.52 3.56 1.44 32.00 1.77 1.12
1 11 128 6 4 94.02 3.57 1.39 48.00 3.14 1.27
21 4 105.26 3.69 1.00 48.00 2.73 0.99 48.00 2.14 1.31
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CHAPTER 3

JOINT PROCESSOR AND

MEMORY ADAPTATION

As explained in Section 1, processor and memory energy adaptations need to be done in a cooper-

ative way to minimize total energy consumption while still providing a performance guarantee. In

this section, we describe how this cooperation can be done in a loosely coupled way, and we present

the key method to successful cooperation: determining the distribution of the performance slow-

down to processor and memory. We also discuss how the previous memory adaptation algorithms

can be changed to better cooperate with processor adaptation.

3.1 Joint Adaptation

Processor and memory adaptations interact in two major ways. First, they can both contribute to

the total execution slowdown. Therefore, to provide performance guarantee, the two components

need to share the available performance slowdown specified by users. Second, the adaptation of

one can affect the other. For example, the processor adaptation can affect the idle time between

memory requests and thereby lead to reactions by the underlying memory algorithm that adapts

at fine time granularity (e.g. the PD algorithm). Similarly, the memory adaptation can reduce

the CPU utilization and result in reaction by the processor adaptation algorithm (e.g., the Local

algorithm).

We propose two techniques to address the above two interactions. To handle the first interaction,

we use a method to optimally distribute the user specified slack between processor and memory

with a goal of minimizing the total energy consumption. To address the second interaction, we
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modify processor and memory adaptation algorithms to relax the coupling between them so that

each one of the components can adapt independently based on the slack allocated to it and the

workload characteristics instead of the influence of the other component.

In this section, we first present the method to optimally distribute the total slack and then

describe the changes to the PD memory adaptation algorithm to decouple the influence of processor

adaptations on memory. The modifications in the processor adaptation algorithm to decouple it

from the influence of memory adaptation have already been described in Section 2.2.2.

3.1.1 Slack distribution

As with the processor algorithm, we seek to exploit slack at the granularity of a phase interval,

i.e., we would like to slow down each phase interval by the user specified slack. The goal of the

slack distribution algorithm is to divide this total available slack between processor and memory.

A simple way to perform this task is to divide the slack equally, half for memory and half for

processor. This method is straightforward, but it does not minimize total energy consumption.

The reason is that the energy savings per unit slack are different for processor and memory. For

example, with a total 20% slack, there may be little extra energy savings giving 10% slack instead

of 5% slack to processor, but the energy savings may be significant if memory can have 15% slack

instead of 10% slack. As shown by our experimental results, equal distribution does not achieve

minimal total energy consumption.

Our goal is to choose a slack distribution that can provide a performance guarantee and at

the same time minimize the total energy consumption. To do that, we need to first convert this

problem into an optimization problem with minimizing the total energy consumption as the goal

and the total available slack as the constraint.

3.1.2 Problem formalization

Formally speaking, suppose the available slack is Slack (e.g., 20%) specified by users; the total

execution time without any processor and memory adaptation is Tbase; and Scpu and Smem are,

respectively, the slack distributed to processor and memory. Since both processor and memory

adaptation algorithms are directed by the amount of slack allocated to them, the actual execution

time with energy adaptation, T , is affected by the slack allocation and therefore can be expressed
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as a function of Scpu and Smem. To satisfy the performance constraint, T should be smaller than

Tbase ∗ (1 + Slack). Similarly, the slack allocation can also affect the processor and memory energy

consumption: a larger slack can allow the processor or the memory to transition into a lower-power

configuration. Therefore, the CPU and memory energy consumption, Ecpu and Emem, are also

functions of the user allocated slacks Scpu and Smem.

Consequently, the slack distribution problem can be converted into the following optimization

problem:

minimize Ecpu(Scpu, Smem) + Emem(Scpu, Smem)

subject to T (Scpu, Smem) ≤ (1 + Slack) ∗ Tbase

3.1.3 Solving for function T (Scpu, Smem)

To solve the above problem, we need to first find the function T , i.e., how slack distributions Scpu

and Smem affect the actual execution time T .

Let us first consider a simple case where only the processor is adapting with an allocated slack

Scpu. The algorithm described in Section 2.2.1 chooses a configuration which consumes the least

energy and guarantees the actual slowdown to be less than the allocated slack Scpu. Suppose with

such a configuration, the actual execution time is T ′. Based on the performance constraint, T ′ and

Tbase have the following relationship:

T ′ ≤ Tbase ∗ (1 + Scpu) (3.1)

Now let us consider the more complicated case where, in addition to the processor, memory

is also adapting with an allocated slack Smem. To memory, the adapting processor is just a low

configuration new processor, so the memory adaptation would further delay the execution time

from T ′ to T . Since the memory adaptation algorithm also provides performance guarantee, T and

T ′ will have to satisfy the following constraint:

T ≤ T ′ ∗ (1 + Smem) (3.2)

Substituting T ′ using Equation( 3.1), we have
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T ≤ Tbase ∗ (1 + Scpu) ∗ (1 + Smem) (3.3)

Therefore, the actual execution time T for a given slack distribution Scpu and Smem is bounded by

Tbase ∗ (1 + Scpu) ∗ (1 + Smem). Therefore, if the latter satisfies the overall slack constraint, so does

T . In other words, as long as

Tbase ∗ (1 + Scpu) ∗ (1 + Smem) ≤ (1 + Slack) ∗ Tbase (3.4)

we would satisfy the Performance constraint: T < (1 + Slack) ∗ Tbase.

The above deduction is based on the assumption that during the phase interval, memory adapta-

tion does not influence the processor adaptation. This is clearly the case for purely global processor

adaptation since the processor does not change its configuration during the phase interval. Sec-

tion 2.2.2 described how we also modify the processor’s local adaptations to enable this assumption.

3.1.4 Solve for functions Ecpu(Scpu, Smem) and Emem(Scpu, Smem)

The second challenge to solve the optimization problem is to find the relationship between the

slack distribution (Scpu and Smem) and the processor and memory energy consumption (Ecpu and

Emem).

One method to address this challenge is to analytically estimate Ecpu and Emem based on Scpu

and Smem. However, both processor and memory use complex adaptation algorithms (PD for

memory and Global, Local or Global+Local for processor) that are difficult to model analytically

even if we consider each component in an isolation. This is because these algorithms react to

workload changes at very fine time granularity. Moreover, the processor and memory interaction

makes this problem even more complicated.

Our solution is to use a profiling-based method which profiles Emem and Ecpu for different slack

distributions at run time. In other words, for each phase and a given slack distribution, we can use

one of the current phase occurrences to find the energy consumption by memory and processor,

Emem and Ecpu. Based on the profiling information, we can choose the best slack distribution that

gives the least total energy consumption Emem + Ecpu for this phase.

37



3.1.5 Solving the optimization problem

To solve the optimization problem, we use a linear search in a discrete space. First we divide Scpu

into several steps from 0% to Slack. Second, we can calculate Smem based on Equation (3.4).

Even though we can choose many Smem values based on Equation (3.4), it is better to choose

the maximum Smem that satisfies Equation (3.4) because the energy consumption Emem is usually

smaller with a larger slack (so that the memory has more opportunity to go to low power modes).

After the above two steps, there are only a limited number of slack distributions that we can

choose. Therefore, for each distribution, we can use the profiling method described above to find

the best possible slack distribution that minimizes total energy consumption. In our experiments,

we used only 11 total distributions (i.e., 11 occurrences of each phase) to obtain the best slack

distribution.

3.1.6 Joint algorithm summary

Finally, we summarize the slack distribution algorithm below.

Algorithm 1 Slack Distribution Algorithm (called at the beginning of each phase)

1: Profile different processor architectural configurations.
2: Let STEP be N (N = 11 in our case)
3: for each i in 0, 1, ..., STEP do
4: Scpu = i·Slack

STEP
. Choose a processor configuration based on Scpu.

5: Smem = (1+Slack)
(1+Scpu) − 1. Choose memory thresholds based on Smem.

6: Profile for a phase interval and record the sum of processor and memory energy to be Ei.
7: end for
8: Compare Ei, for i ∈ 0, 1, .., STEP and record the optimal slack division between processor

and memory for minimum energy.
9: Start processor and memory adaptation.

3.2 Overhead Analysis

The joint algorithm is used with processor and memory adaptation algorithms. The overhead for

processor adaptation algorithms has already been discussed in Section 2.2.4. Overheads for memory

adaptation algorithms have been discussed in discussed in [14]. Below we discuss the overheads of

the joint algorithm.

The number of profiling intervals has now increased from number of processor architectural
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configurations, i.e., Nconfig by the number STEP (11 in our implementation) for each phase.

During the adaptation phase, the joint algorithm is invoked at the beginning of each interval to

decide the optimal slack allocation using a table lookup. The overhead of a table lookup is of O(1).

The joint algorithm also needs to store the optimal slack allocation information for each phaseID.

The space overhead for storing this information is O(P ), where P is the number of phases of the

application. Typically P is smaller (less than 35).

3.3 Modified PD Algorithm

For our work, we choose to adopt the PD algorithm since it is currently the best available perfor-

mance guaranteed memory adaptation algorithm. Unfortunately, there are several aspects of this

algorithm that are affected by the joint processor-memory adaptation. To address these problems,

we modify the PD algorithm to better cooperate with the processor adaptation as follows:

• Since the processor adaptation algorithms adapt at the granularity of a phase interval (Section

2.2.1), we choose to invoke the PD algorithms also at the same granularity instead of at epoch

granularity.

• In the original PD algorithm, thresholds are calculated using several heuristic based func-

tions [14] based on the prediction on memory access behavior for the next epoch. Since now

PD adjusts its threshold setting at phase granularity, its prediction on memory access behav-

ior during the next phase is more accurate than the original algorithm. This is because the

memory access (cache miss) behavior is fairly stable across different occurrences of the same

phase [27].

• In the original PD algorithm, if the thresholds are too conservative or aggressive for the

last epoch, PD adjusts the thresholds for the next epoch using a dynamically adjustable

parameter called the SelfAdjustFactor. Unfortunately, this self-tuning is hard to achieve

in our joint adaptation scheme because our scheme is based on a profiling-based method.

Since different SelfAdjustFactor values would give different energy saving, to find the best

value would require profiling for each phase and each slack distribution with various values

of this SelfAdjustFactor. Doing this would significantly increase the number of occurrences
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of each phase used for profiling. Therefore, we use an empirically determined value (10) as

the SelfAdjustFactor and use it throughout all experiments. Our experimental results show

that it works well for all cases.

3.4 Performance Guarantee

In case of a perfect predictor for next phase, the performance guarantee can be easily provided.

This is because at the beginning of the interval, the joint algorithm gives the most optimal slack

allocation between the processor and the memory and then the processor and memory each adapts

in an isolated manner using the slack that has been allocated to each of the components. This is

also shown to be true from our experimental results.

However, a phase misprediction could result in choosing a slack division that violates the per-

formance constraint by using too much slack. To accommodate this we can keep track of the slack

used in each phase interval, and if too much slack is used then we can switch to the base processor

and active power mode for the processor and the memory, respectively. This is similar to what has

been done for the memory adaptation algorithms in [14].

3.5 Results

This section presents results to show the benefits of joint processor and memory adaptation. Since

the Local processor algorithm does not provide a performance guarantee, we present results with

only the Global and Global+Local processor adaptations. For space reasons, we only present results

for 20% slack and perfect phase prediction.

3.5.1 Overall results

Figures 3.1 and 3.2 present the main data for energy consumption for systems with only processor

adaptation (G or G+L), only memory adaptation (M), and joint processor and memory adaptation,

normalized to the base case with no adaptation for perfect and simple predictors, respectively. For

the joint processor-memory adaptation case, we present results with the optimal distribution of slack

among processor and memory (G,O or G+L,O) as described in Section 3.1.4. To understand the

impact of choosing an optimal distribution, we also present results with an equal slack distribution

(G,E or G+L,E). Table 3.1 summarizes this data by presenting the relative energy savings between
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key pairs of adaptation algorithms (average across all applications, minimum, and maximum) for

both perfect and simple predictors, respectively. Table 3.2 gives the actual percentage performance

degradation seen by the joint G,O and G+L,O algorithms.

Our high-level results are as follows:

• Adapting both processor and memory provides significant energy savings over adapting ei-

ther the processor alone or memory alone. Relative to processor adaptation alone, the joint

algorithm with optimal slack distribution gives energy savings of 28% considering only Global

processor adaptation and 30% considering Global+Local adaptation for perfect predictor. Rel-

ative to memory adaptation alone, G,O gives savings of 44% and G+L,O gives savings of 48%.

Further, the gap between the Global+Local vs. Global processor adaptations is much smaller

when memory adaptation is included, thus reducing the impact of the “hard-to-predict” Local

processor adaptations.

• We also consider the effect of a simple predictor on the energy savings. With simple predic-

tor, the joint algorithm with optimal slack distribution gives energy savings of about 21%

considering only Global processor adaptation and 22% considering Global+Local adaptation

for simple predictor. Relative to memory alone, G,O gives savings of 37% and G+L,O gives

savings of 40%.

• The joint processor-memory adaptation algorithms maintain performance within the specified

target in all cases. In many cases, the algorithm is able to exploit the majority of the available

slack.

• Compared to equal slack distribution, we find that the optimal distribution saves 9% more

energy on average with a maximum of 14% with both Global and Global+Local processor

adaptations with a perfect predictor. However with simple predictor, the optimal distribution

gives only about 6% more energy savings on an average with a maximum of 13% for Global

processor adaption. For Global+Local adaption, these values further decrease to 3% and 10%

respectively. These results indicate that our optimal slack distribution algorithm is effective

but we need to improve our predictor accuracy.

The next subsection provides more detailed data.
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3.5.2 Detailed data on impact of optimal slack distribution

To further illustrate the impact of the optimal slack distribution algorithm, Figures 3.3(a) and (b)

present the energy consumption for one phase occurrence of each of the applications as the slack

distribution between the processor and memory is varied from 0% to 20% for G,O and G+L,O

adaptations, respectively. These results are for a perfect predictor.

The figures clearly show that there is no single slack distribution that is optimal for all appli-

cations. For example, benchmarks art and mcf use a slack division so that memory gets a larger

part of the slack and the processor is given about 4% and 6% slack, respectively. This follows

from our previous analysis of processor-only adaptations – increasing the slack from 5% to 20% for

processor adaptations did not help these applications much due to their memory intensive nature;

it is better to let memory exploit most of the available slack for energy savings. On the other hand,

the computationally intensive benchmarks such as gzip or twolf choose a distribution where the

processor is allocated about 16% and 14% slack, and memory is allocated little slack.

These results motivate the need to make an application-specific choice of slack distribution

among processor and memory. Choosing a “one size fits all” slack distribution gives up significant

potential for at least some application (e.g., choosing equal slack sacrifices 14% benefit for mcf).
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3.6 Figures and Tables
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Figure 3.1 Total energy consumption (normalized to base) for different processor, memory, and
joint adaptations using a perfect phase predictor. G,-: Global processor, no memory; G,E: Global
processor and memory with equal slack division; G,O: Global processor and memory with optimal
slack division; G+L,-: Global+Local processor, no memory; G+L,E: Global+Local processor and
memory with equal slack division; G+L,O: Global+Local processor and memory with optimal slack
division; -,M: No processor, only memory adaptation.
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Figure 3.2 Total energy consumption (normalized to base) for different processor, memory, and
joint adaptations using a simple phase predictor. G,-: Global processor, no memory; G,E: Global
processor and memory with equal slack division; G,O: Global processor and memory with optimal
slack division; G+L,-: Global+Local processor, no memory; G+L,E: Global+Local processor and
memory with equal slack division; G+L,O: Global+Local processor and memory with optimal
slack division; -,M: No processor, only memory adaptation.
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Table 3.1 Relative average energy savings (in %) for different pairs of algorithms for a user slack
of 20%.

Savings from G,O G,O G,O G+L,O G+L,O G+L,O G+L,0
vs vs vs vs vs vs vs

Relative to G M G,E G+L M G+L,E G,0
Predictor

Perfect 28 [13, 40] 44 [30, 56] 9 [6, 14] 30[20, 35] 48 [38,60] 9 [4,14] 7 [0, 13]
Simple 21 [11, 34] 37 [25, 47] 6 [3, 13] 22[11, 36] 40 [28,51] 4 [2,13] 3 [-1, 10]

Table 3.2 Percentage performance degradation, relative to nonadaptive base architecture.

Application Predictor mcf gzip twolf ammp equake art mesa
G,O Perfect 16 10 15 15 18 8 17
G,O Simple 12 7 15 7 17 9 19
G+L,O Perfect 15 11 17 18 18 10 18
G+L,O Simple 13 9 17 19 19 10 18
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Figure 3.3 Total energy consumption for one phase (normalized to base) for joint processor and
memory adaptation, with different slack distributions. A point of i% on the X-axis indicates that
the processor is given i% slack and memory is given the remaining slack. Part (a) uses Global part
(b) uses Global+Local adaptation for the processor.
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CHAPTER 4

RELATED WORK

In this chapter we discuss related work not already discussed in Chapters 2 and 3.

4.1 Processor Adaptation

There has been a substantial work on control algorithms for processor adaptations for savings energy

for general-purpose applications. Most of the work on architectural adaptation adapts either at

fine granularity or at course granularity and do not provide performance guarantee. Sherwood et

al. [17] and Albonesi [6] adapt caches to minimize power consumption. Sherwood et al. [17] discusses

dynamically reducing the cache size and Albonesi [6] discusses disabling a subset of set associative

cache during periods of modest cache activity. Balasubramonian et al. [28] propose a dynamic

reconfiguration algorithm for configuring data cache hierarchy. Iyer and Marculescu [9] adapt the

register update unit and the fetch rate for power optimization. It keeps track of the utilization of

the resources depending on the code which is executed. The profiled information is used to choose

the optimum configuration. Manne et al. [10] use a technique called pipeline gating to reduce the

number of speculative issued instructions in the pipeline, minimizing the wasteful work being done

and hence reducing the power consumption. Maro et al. [20] reduced the power dissipation by

disabling one of the two integer pipelines and/or the floating point pipe at runtime during the

execution of program. Pouwelse et al. [29] describe an energy priority scheduling heuristic which,

given a set of tasks, yields a clock schedule for controlling the speed (voltage) of the processor. It

orders the tasks according to the deadlines and the frequency of overlap of tasks. Weiser et al. [30]

uses the number of instructions executed for a given amount of energy as a metric to reduce the

cycle time of the CPU to obtain power savings.

47



Sherwood et al. [17] performed a brief evaluation of processor energy adaptations at the phase

granularity. They focus on providing energy savings without significant performance loss, but do

not provide a performance guarantee in the event of phase mispredictions. Huang et al. [15] propose

DEETM, which is also a global algorithm that adapts at the granularity of several milliseconds.

This algorithm does not exploit local variability and does not provide a performance guarantee.

More recently, Huang et al. [16] developed an algorithm that adapts at the temporal granularity

of subroutines. It uses offline profile information to select the best adaptations for the subroutines

for given target slack. It would be interesting to determine how the static subroutine based global

adaptation boundaries compare with dynamic phase based global boundaries used in our work, but

this is outside the scope of this work. In any case, the recent work by Huang et al. also does not

consider fine-grained adaptation and does not provide a performance guarantee.

4.2 Memory Adaptation

To reduce memory energy consumption, modern memory such as RDRAM [12] allows each memory

chip to transition from normal active operating mode into several low-power operating modes,

namely, standby, nap and powerdown. To service a request, a chip needs to transition from low

power modes to active, which incurs extra delay and energy costs. To utilize the lower power modes,

the key is to have effective control algorithms to decide when and which power mode to put each

chip into. Researchers have recently proposed several memory adaptation algorithms [13, 14] and

have shown that a dynamic scheme that transitions a chip into low power modes after a threshold of

idle time performs better than a static scheme which places all chips in a fixed power mode except

when it is necessary to service a request. Unfortunately, the dynamic scheme requires painstaking

threshold tuning for each workload and can significantly degrade performance when the wrong set

of thresholds are chosen.

Recently, Li et al. [14] proposed a method that can effectively provide a performance guarantee

in memory adaptation. The main idea is to keep track of the slowdown in execution time introduced

by the underlying memory adaptation and force all chips to active when the observed slowdown is

greater than the maximum slowdown allowed by users. To improve slowdown-estimation accuracy,

this method also considers certain parallelism between multiple memory requests and between
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processor and memory.

Li et al. [14] also proposed two memory adaptation algorithms, Performance-Directed Static

(PS) and Performance-Directed Dynamic (PD) algorithms, that remove the necessity for painstak-

ing parameter tuning and provide performance guarantees by periodically adjusting their decisions

based on the available slack and recent workload characteristics. Both algorithms outperform the

corresponding original dynamic/static algorithm with the best hand-tuned parameter setting. Com-

paring PS and PD, PD saves more energy for memory because it also exploits workload variability

at fine time granularity. At every epoch (time interval), PD changes its thresholds based on the

insight that the optimal thresholds are a function of the access traffic and the acceptable slowdown

that can be incurred. It predicts the latter two quantities at epoch granularity. To overcome any

errors in its predictions and heuristics, it self-corrects its adaptation for the next epoch based on

its performance in the last epoch.

Delaluz et al. have also studied compiler-directed techniques [31,32] as well as operating-system-

based approaches [33, 34] to reduce the energy consumed by the memory subsystem. Recently,

Huang et al. [35] has proposed power-aware virtual memory implementation in OS to reduce memory

energy consumption. But all of these works focus only on memory and do not provide any kind of

performance guarantee.

4.3 Joint Adaptation

To our knowledge, there is no previous work that considers the joint adaptation of processor and

memory while providing a performance guarantee. The only related work we are aware of is by

Fan et al. [36]. This work studies a system with processor DVS and memory adaptation and shows

that there is a positive synergistic effect between DVS and memory adaptation. But they study

only multimedia workload and their work does not consider any architectural adaptation and is not

performance-aware.
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CHAPTER 5

CONCLUSIONS AND FUTURE

WORK

This thesis proposes the first algorithm that can cooperatively adapt both processor and memory to

save energy. We show that joint adaptation of both components provides significantly more energy

savings than adapting either component alone. Further, our results illustrate the importance of

cooperative adaptation, where the distribution of targeted slack among the processor and memory

is determined in an intelligent and application specific way. Our algorithms also advance the state

of the art in processor adaptation for energy. Most previous processor algorithms focused on saving

energy without “much” performance loss, but without bounding the loss. We show how to trade

off a targeted amount of performance to save energy – our algorithms not only save more energy

but also do so by providing a performance guarantee. Finally, our processor algorithms adapt at

multiple time scales, exploiting both short-term and long-term variability in application behavior.

There are several avenues for future work. First, our fine-grain or local adaptations are heuristic

based, like previous work. These algorithms are difficult to tune. We would like to adapt the formal

approach used in recent work [37] for multimedia applications to general-purpose applications as

well. Second, currently we assume a user defined performance slack and seek to minimize energy

while staying within this slack. In the future, we would like to explore explicit performance-energy

tradeoffs, and the involvement of the operating system in determining application-specific tradeoffs

that can maximize the utility of the entire system. Finally, we would also like to integrate dynamic

voltage scaling techniques with the architecture adaptations studied here.
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